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Abstract

Accident Management involves all measures to prevent core damage and retain the core within
the reactor vessel, maintain containment integrity and minimize off-site releases. The accident man-
agement approach includes: (1) advanced evaluation of candidate strategies, (2) development of
procedures to execute appropriate actions efficiently, and (3) identification and provision for
materials, tools, and possible modifications to the plant system that may be needed for such ex-
ecution. When assessing accident management strategies, its effectiveness, adverse effects and its
feasibility, including information needs and compatibility with existing procedures, must be con-
sidered. The objective of this paper is to introduce analytical tools of decision trees and influence
diagrams to develop a framework for modeling and assessing severe accident management
strategies. The characteristics associated with these tools are presented. Based on decision trees and
influence diagrams, the framework is applied to a simple example associated with a single decision.
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1. Introduction

Accident management usually encompasses the
actions taken by reactor operators during an accident
to prevent core damage, to terminate the progress of
core damage, if it begins, to maintain containment
integrity as long as possible, and to minimize off-site
releases [1]. It provides an extension of the defense-
in-depth safety philosophy for core melt accidents.
The emergency operating procedures of pressurized
water reactor nuclear power plants extend up to the
time of inadequate core cooling, but have not been
specifically developed for conditions involving signifi-
cant core damage. Accident management can be
considered as a bridge between preventive actions
initiated before the start of inadequate core cooling
and the protective actions taken at the time off-site
releases occur. There are many actions the
opertating staff can take to prevent or mitigate the
consequences of severe accidents, many of which
can be accomplished with little or no modification to
existing plant features.

The accident management approach includes: (1)
advanced evaluation of candidate strategies, (2) de-
velopment of procedures to execute appropriate
actions efficiently, and (3) identification and provision
for materials, tools, and possible modifications to the
plant system that may be needed for such execution.
When assessing accident management strategies, its
effectiveness, adverse effects, and its feasibility, in-
cluding information needs and compatibility with
é)dsting procedures, must be considered. A lot of
uncertainties associated with severe accident man-
agement are identified [2, 3]. The key uncertainties
involve issues related to phenomena, operator
actions, instrumentation and systems availability.

In order to include the various uncertainties in
assessing the viability of a potential severe accident
manadgement strategy, a framework is required. De-
cision trees and influence diagrams can be used as
tools for this purpose. In this paper, these tools are
introduced for the framework for modeling and
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assessing Severe accident management strategies
given the key uncertainties.

2. Decision Trees and Influence Diagrams

The decision tree is a graphical and mathematical
representation of a decision problem. It is a connec-
ted tree with two types of nodes (i. e., decision and
chance) and two types of branches (i. e., probabilistic
and alternative). It is a common tool for decision
problems (the event tree, which is widely used in
probabilistic safety assessments (PSA), is a decision
tree without decision nodes, but only chance nodes).
An advantage of the decision tree is the explicit rep-
resentation of the decision structure, which directly
shows the decision maker the value of each possible
outcome, i. e, all the possible scenarios that could
occur. Despite their widespread use, decision trees
have two significant drawbacks. First, decision trees
grow exponentially with problem size and, for realistic
problems, they rapidly become unwieldy. Second, de-
cision trees have no provisions for the explicit rep-
resentation of the probabilistic dependency between
node variables.

Influence diagrams, on the other hand, are
networks consisting of nodes and two types of
directed arcs (conditional and informational) that
represent the conditional dependence between the
random quantities and the timing of information and
decision. Nodes are of four types:decision, chance,
deterministic, and value nodes. According to conven-
tion, decision node (representing decision point) has
shape;chance node

a square or rectangular

{representing uncertain quantities) is circular;
deterministic node (representing functions of the
values of predecessor nodes) has a double circle
shape. The shape of the value node is not
standardized ;it may be a diamond shape or a rec-
tangle with rounded corners, depending on the ana-
lyst.

Influence diagrams are much simpler in terms of
problem representation ;they can show probabilistic
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dependencies between directly related nodes;they
make it convenient for the decision maker to add
and delete nodes and arcs depending on the goals
of the problem;and finally, they are useful in the
rapid identification of important variables. It is, of
course, possible to construct a decision tree directly
from an influence diagram. Following paragraphs are
brief descriptions on the influence diagram and cor-
responding decision tree. Further details on influence
diagrams may be found in References 4 to 7.

Figures 1 through 3 show three possible cases
associated with a decision problem. Each involves
one node of each type : decision, chance, and value.
In Figure 1.a: the value depends on the random
variable (chance node), which itself depends upon
the decision. The equivalent decision tree, Figure 1.
b, shows that the decision node does not directly af-
fect the value. For example, let D represent whether
or not to depressurize the primary system, and C
represent whether in-vesssel steam explosions occur
or not. The probability of a steam explosion depends
on the vessel pressure, hence pl # p2. However,

In-vésse! Steam Explosion

Fl
b) 30 1-pt Success
2
n low P -

Fl1=FR2

D: depressurize the primary system or not

pl: probability of stcam explosion at high pressure
p2: probability of steam explosion at low pressure
F1 = F2 = consequence of early fatality due to steam
explosion.

Fig. 1. Three Cases with Decision, Chance, and Value
nodes {pl #p2, F1=F2).
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a) D

Fl
b) o

1-pl zero risk

zero risk

Fl# F2

D: flood the reactor cavity or not

pl: probability of vessel failure, cavity flooded
p2: probability of vessel failure, cavity dry

F1: risk of early fatality with cavity flooded
F2: risk of early fatality with dry cavity.

Fig. 2. Three Cases with Decision, Chance, and Value
nodes (pl #p2, F1=F2).

a) D
Equipment Failure
Fl
b) N BY
;”“ 1p1 risk
u
1
1"*"'!:,,ce F2
-pl
1-p )
Fl# F2

D: buy insurance

pl: probability of failure
F1: cost of repair

F2: cost of insurance.

Fig. 3. Three Cases with Decision, Chance, and Value
nodes (pl #const, F1=F2).
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since F1 is assumed equal to F2 (the consequence
of early fatalities due to a steam explosion), the value
node only depends on the chance node, C.

Figure 2.a is similar to Figure 1.a, but here the
value depends upon both the decision and the ran-
dom variable {chance variable), which depends on
the decision. The equivalent decision tree is also
shown in Figure 2.b. For example, let D represent
whether or not to flood the reactor cavity and C rep-
resent whether the vessel fails or not. Since the prob-
ability of vessel failure depends on the decision pl #
p2. and consequence F1 is assumed not equal to F2
(the consequence of early fatalities), the value node
depends on both the chance node C and the de-
cision node D.

In Figure 3.a, the value depends on both the de-
cision ang the chance node, but the random variable
is independent of the decision. Consider the in-
surance example. Let node C represent whether or
not the electronic component will fail during it's life-
time. The decision can be graphically structured as
shown in Figure 3.a. The probability of system fail-
ure is independent of whether or not one buys in-
surance, but the cost (F) is dependent on the pur-
chase of insurance and the probatility of failure, as
shown in Figure .3.b. Note that the bottom branch
can be collapsed because once insurance is pur-
chased, the cost is the same irrespective of the sys-
tem failure.

In many cases, decision trees and influence
diagrams will contain more than one decision. Figure
4a shows an influence diagram in which two
decisions are modelled, i. e , whether or not to flood
the reactor cavity and whether or not to depressurize
the primax:y system. The equivalent decision tree is
shown in Figure 4.b. Since the two decision nodes
in Figure -4a and 4b are not separated by a
chance node, they can be collapsed into one de-
cision having four outcomes, i. e., flood the cavity
only, depressurize the primary system only, do both,
and do neither, as shown in Figure 5.a and Figure
5.b.

a) Y] ~oz—’(:}—-—<:>

b)

In-vesscl Steam Explosion

F1

ey No Success

Success

F3

No Success
F4

Success

Fig. 4. Influence Diagrams and Decision trees Associa-
ted with Multiple and Sequential Decisions.

a)
D ¢ v
F1
b) (©
F2
e Success
D | F3
e Q
F4
©
Success

Fig. 5. Influence Diagrams and Decision trees Associa-
ted with Multiple and Sequential Decisions.

As shown in Figure 6, a sequential decision prob-
lem may have chance nodes between the decision
nodes. For example, let D1 represent the decision of
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whether or not to flood the reactor cavity, D2 rep-
resent whether or not to inject water into the vessel,
and chance node C represent whether or not AC
power is recovered. In this case, since vesse] injection
of water depends on the recovery of AC power
{which is represented by the chance node), two de-
cision nodes cannot be collapsed into a single node,
and still preserve the logic of the original diagram.
The equivalent decision tree is also presented in Fig-
ure 6.b..

If decision node D1 precedes decision node D2 in
a regular influence diagram, then node D1 and all of
should  be
informational predecessors of node D2. Figure 6.¢
shows the additon of a
Informational arcs toward node D2 denote that the

its  informational  predecessors
“non-forgetting” arc.

decision maker knows the outcome of node C, as

)
T+

b)

c)

Fig. 6. Influence Diagrams and Decision trees Associa-
ted with Multiple and Sequential Decisions.
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well as decision D1 when decision D2 is made.

The chance nodes in the decision tree and the in-
fluence diagram describing severe accident manage-
ment have two basic types of uncertainty : that due to
stochastic variability and that due to inadequate
knowledge or data {state-of -knowledge uncertainty).
Some of the chance nodes represent phenomeno-
logical events that are deterministic in nature, i. e.,
they will always occur or never occur given the states
of the predecessor nodes;we just cannot predict
which. The uncertainty associated with such nodes is
purely state-of-knowledge and the distribution that
characterizes that uncertainty is a split fraction over
the two possible states, namely the event will always
occur (with a probability of 1.0) or never occur {with
a probability of 0.0). Using the terminology of Ref.
{8}, the model of the world contains no uncertainties
in this case.

A few nodes, however, represent phenomenologi-
cal events that are stochastic in nature, i. e. they will
occur with a rate of occurrence A, but, due to inad-
equate data, the value of A is uncertain. In this case
the distribution that describes the state-of-knowledge
uncertainty is a continuous probability density func-
tion (pdf) over the possible values of the rate of oc-
currence of the event. Using the terminology of Ref.
{8], the model of the world contains stochastic
uncertainties. Sometimes the distinction between a
deterministic event and a stochastic event is not that
clear cut, and we are uncertain whether an event is
purely deterministic or whether there is some stoch-
astic variability associated with it.

3. Evaluation

In general, once constructed, both decision trees
and influence diagrams can be quantified and solved
in order to evaluate decision strategies. Solving the
decision tree or the influence diagram means to
compute the expected values associated with the
atiributes of the wvalue node, given the possible
decisions. Decision trees ufilize the concept of
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“rollback” to solve a problem. This means starting at
the right-hand terminus with the highest expected
value of the tree and working back to the current or
beginning decision point to determine the decision or
decisions that should be made.

Evaluation of the influence diagram is straightfor-
ward by utilizing four operations. The detailed expla-
nation of these basic operations are given in Ref. 4
and 5, and are summarized as follows ;

(1) Arc reversal : Given an influence diagram con-
faining an arc from a chance node X to another
node Y, but with no other directed path from X
to Y, this arc can be reversed to point from Y to
X In the modified diagram, both X and Y inherit
each other's conditional predecessors.

(2) Sink node removal : Any node in the influence
diagram can be converted into a sink node by a
suitable sequence of arc reversal operations. A
chance node that has no successors can be
eliminated.

(3) Chance node removal:Two nodes with a
directed arc from X to Y can be replaced by a
single node. The condition for this operation is
that Y must be the only successor of X.

(4) Decision node removal: A decision’ node is re-
moved by optimization, i. e., by selecting the de-
cision alternative that maximizes (or minimizes)
the expected value.

In order to show how these operations are ap-
plied, an example associated with a used car buyer is
made as follows. The buyer can decide whether or
not to buy a used car. There are two choices, D {Do
not buy) and B (Buy). The car can be of either good
quality, or bad quality. It is assumed that the buyer
knows from experience that the chance of good
quality is 0.7, and of poor quality 0.3.

There is a close friend of the decision maker, who
is a mechanic. The mechanic checks the quality of
the car for his friend without cost. If the car is of
good quality, there is 0.7 probability that the mech-
anic will recognize it (or say “good”), there is 0.2
probability that he will say “so-so (medium)”, and

there is 0.1 probability that he will say “poor”. If the
car is of poor quality, the probabilities of the mech-
anic recognizing it as good, medium, and poor are
15, 0.25, and 0.6, respectively. We shall assume the
buyer’s objective is to maximize the expected satis-
faction value.

The following satisfaction values are assumed as
follows. The buyer gets satisfaction 100 if the car is
of good quality and he buys it. He gets O if the car is
of poor quality and he buys it. The rest are in-be-
tween values. He gets 70 if the car is of poor quality
and he does not buy it, while he gets 20 if the car is
of good quality and he does not buy it.

(a) TR Arc Reversal @

D J’>
®)
?

O

Chance Node Remo
D >

Y

()

D >
Decision Node Removal

(d) O
RO

Fig. 7. Evaluating the Influence Diagram for Buying a
Used car.
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The equivalent influence diagram is shown in Fig-
ure 7.a, where node TR and Q represent the mech-
anic’s judgement and the condition of the car, re-
spectively. The influence diagram operations de-
scribed above are shown in Figure 7.b-7.e. Since
node Q has two successors, the operation of chance
node removal cannot be applied. In order to reduce
two successors to one successor, the operation of arc
reversal is applied. Since the influence diagram
contains an arc from the chance node Q to another
node TR, but with no other directed path from Q to
TR, the operation of arc reversal can be applied, as
presented in Figure 7.b. Then node Q is absorbed
into the value node, as shown in Figure 7.c. The de-
cision node D is removed by maximizing the
expected value of the satisfacton, as shown in Figure
7.d. The process ends when all predecessors to the
value node have been removed (Figure 7.e). The
detailed calculations are as follows :

Let Qi=event “the car is good”
Qz=event “the car is poor”
TRi=event “the mechanic judged the car is
good”
TRz=event “the mechanic judged the car is
medium”
TRs=event “the mechanic judged the car is
poor”
D1 =D =Decision not to buy the car
Dz =B =Decision to buy the car.
Then:
P(Q1) =070
P(TR:/Q:) =0.70
P(TRz/Qu} =0.20
P(TR3/Q:1) =0.10

P(Qz) =0.30

P(TR1/Q2) =0.15
P(TR2/Q2) =0.25
P(TRs/Qz) =0.60

The probabilistic notation for the value is given by :

“DI/QI) =20
WDy/Qe) =70

MD2/Q:1) =100
MD2/Qz) =0.

In order to find P(TR) associated with Figure 7. b,
the arc reversal operation is applied as follows :
From the definition of the joint probablity

J. Korean Nuclear Society, Vol. 26, No. 2, June 1994

: 2
Ry~ 5 POTR; Q) 7Q) )

Using the Bayes’ theorem
P(TR,) = P(TR, / Q) P(Q )+ P(TR; / Q) P(Q,)

=0.7x0.7 +0.15 x 0.3 = 0.535.
Similarly,

P(TR,) = P(TR, / Qp) P+ P(TR, / Q) PQy)
=02x07+025x03=0215

P(TR3) = P(TR3 / Q;) Q)+ P(TR3 / Q) P(Qy)
=0.1 x0.7 +0.60 x 0.3 = 0.250.

And to find P(Q/TR), Bayes' theorem is applied
again.

P(Q) M(TR; /Qp
P( Qj/ TR) = P(IR)

0.7 x0.7
P(Q;/TR)=7(335 = 0.92

0.7x0.2

P(Q/TRY ="g 315 =06

0.7x 0.1

P(Q; /TRy =—g3355 =028

0.3x0.15 _

0.3x0.25 »
P( Q2/TR2) =_02-1T— =0.35

03x06 _

Figure 7c and 7d represent removal of node Q
and its absorption into the value node. Then we
need UDy/ TRi), VIDi/TRz), UD1/TR3), UD2/TR),
VIDz/TR:), D2/ TRs).

Using Eq. (2)
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2
V@, /TR = zl V(D,/ Q) PQy/ TRy)
i=

=20x 0.92+70x0.08=24

2
V(Dl /TR2) = 21 v 1/ Qi) P(Qi/ TRZ).
1=

=20x 0.65+70x0.35=38

2
VD, /TRy = 21 V(D,/ Q) P(Qy/ TR3)
1=

=20x 028 +70x0.72=56

2
VD, /TR = ZIV(DZI Q) PQ/ TRy)
1=

=100x 092=92

2
V(Dy/ TRy = T V(Dyf Q) PQ/ TRy)
1=1

=100 x 0.65 =65

2
i=

=100 x 0.28 =28.

Hence,
if TR1 occurs, the decision is Dz, “Buy”
if TR2 occurs, the decision is D2, “Buy”
if TRs occurs, the decision is D1, “Do not buy”.

This is where one can stop since guidance for
making the decision is given abowve. Figure 7.d
represents degree of satisfaction associated with the
decision optimization. Figure 7.e shows total
expected value;i. e, the satisfaction, which in this
case is 77.

The same result can be obtained from an evalu-
ation of the equivalent decision tree, as shown in
Figure 8, and can be interpreted as follows :1f the
friend says “good” or “so-so”, then buy;if the
friend says “poor”, do not buy. As shown above, the

EV=77.

®

56 20
28
Poor 0.72 0
28
0.250 *\@ 5100
L_o
72

B =Buy D =Don't Buy
P(Q! TR) ={0.92, 0.65,0,28} by Bayes' Formula

Fig. 8. Equivalent Decision tree for Figure 7.

decision tree is more clear in representing outcome
states and policy results than the influence diagrams.

4. An Example

When assessing a severe accident management
strategy five criteria should be considered [9] :

o the feasibility of the strategy,

e the effectiveness of the strategy,

o the possibility of adverse effects,

e information needs, and

e compatibility with existing procedures

For the cavity flooding strategy considered in the
example, the feasibility is essentially a question of
whether or not the operators will be able to fill the
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cavity up to the required level in appropriate time.
The effectiveness has to do with whether or not
there is sufficient heat transfer to keep the molten
core in the vessel. A possible adverse effect is a
steamn explosion, if the strategy should be feasible but
not effective, i. e., the core penetrates the vessel, and
finds water in the cavity, which otherwise would not
be there. Information needs refers to instrumentation
availability, and compatibility considers the impact on
existing rules and procedures.

Figure 9 shows a case with adverse effects. The
lower branch, “Do Nothing”, is the risk associated
with employment of standard emergency operating
procedures. The upper branch, flood cavity, has
three chance nodes. The first chance node Ci
represents the question of feasibility ; whether or not
the operators can fill the cavity up to the required
level in time. The second chance node C: represents
effectiveness ; whether or not the water will keep the
vessel cool enough. The third chance node Cs
represents adverse effects ; whether or not there will
be a steam explosion if the strategy is not effective.
Note that this last question can also apply to the
feasibility issue as well. The branch “flooding not
successful” may also lead to the potential adverse ef-
fect (regarding a steam explosion) if the cavity is par-
tially filled with water.

Early containment failure can be attributed to two

phenomena : direct  containment  heating and

Fig. 9. Decision Tree for PWR Cavity Flooding Example.
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ex-vessel steam explosions. From Ref. {10], the fol-
lowing values for the risks (F) and the probabilities
(P)) are derived :

If there is no vessel failure, the con-
ditional probability of early contain-
ment failure, Pes =0.

If the vessel fails and the melt is
quenched, P« =0

If the vessel fails and there is an ex-
vessel steam explosion, but no direct
containment heating, Pe« is reduced.
F+=0.025 If flooding is not successful ; same as
“do nothing”.

Fs=0025 Given in NUREG—1150; “do
nothing” [11].

The probability that the option is not

feasible ; that the arrival of water is

P1=041

not timely.
The probability that the option is not
effective, given the water is there in

P2=0.098

time.
The probability of an adverse effect ;

ie.of an ex-vessel steam explosion,

Ps=0.5

given water in the cavity.

An influence diagram for this example is shown in
Figure 10.a. The value of the consequence depends
on the decision node (D} and three chance nodes
(C1, Cz, and Ca) which are defined in Figure 9. The
nodes Cz and Cs are not directly dependent on the
decision because the probabilities of occurrence of a
steam explosion and of vessel failure just depend on
the success probability of cavity flooding, which, in
tum, just depends on the decision node. Since the
probability of a steam explosion is affected by the oc-
currence of vessel failure, the node Cz depends only
on the node Cu.

The evaluation process for this diagram is as
follows. v
The value (V) is a vector given by:

Y=[ f(F1,F2,F3,F4),F51] (3)
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C) D

d) )

°3

Fig. 10. An Influence Diagram Equivalent to Figure 9
and Reduced Diagrams.

where the function (f) for cavity flooding has four
elements (F1, Fz, F3, Fa) as noted in Figure 9. It is
possible to remove Cs by chance node removal, one
of the operations for influence diagrams.

A chance node can be removed if its only suc-
cessor is the value node. This chance node is then
removed by conditional expectation. The value
becomes :

¥Y=[f(F1.F2 (1-P3) + F3 P3,F4),F5 ] (4)

where the function {f) for cavity flooding now has
three elements.

Note that the node Cz in Figure 10.b becomes a
direct predecessor of the value node in this elimin-
ation process. Now this chance node, Cz, can be
eliminated by chance node removal and the value

becomes :

¥=1{ f((1-P2) F1+ P2 (F2 (1- P3) + F3 P3), F4), F5 ] (5)

In the same manner, the node Ci in Figure 10c¢

now becomes a direct predecessor of the value node,

and can also be eliminated resulting in the value be-

ing given by:
Y=[P1Fa+

(1-P1) {(1-P2) F1+ P2 (F2 (1- P3) + F3 P3)}, F5] (6)

Figure 10.d illustrates the final diagram, which has
just two nodes. By comparing the value of each
altemative, the optimal decision can now be made.
Using Equations (6), the expected values can be

evaluated as follows :

EV (Do Nothing) =0.025
EV (Flood Cavity) =0.011.

In this example, and on an expected value basis,
one would choose to flood the cavity, in spite of the
potential for adverse effects. This is the same as the
value obtained from the decision tree evaluation.

For the probatilities of the input variables with the
distributions in Eq. (6), a sample size of N
obserbations can be used to propagate the uncer-
tainty in the variables through the decision model.
The result is two output distribution, one for each
decision alternative. There are several methods de-
weloped for the propagation of uncertainty;e. g,
Monte Carlo simulation and Latin Hypercube sam-
pling [12, 13]. How each variable is sampled is de-
termined by what kind of uncertainty is associated
with it. Deterministic variables are sampled zero-one.
This means that every sample observation contains
either the value of 0 or the value of 1 for the occur-
rence probability of the event modeled by the node
in question. And the fraction of the observations
containing the value of 1 is determined by the split
fraction that characterizes the state-of -knowledge un-
certainty about the occurrence of the event in ques-
tion. For nodes that model stochastic events, the
continuous distribution of the occurrence frequency
of the event in question is sampled. Every sample
observation then results in a point value of the event
occurrence frequency. The detailed calculation is be-
yond the scope of this paper.
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5. Conclusion

In this paper, decision trees and influence
diagrams have been introduced as tools for modeling
and assessing severe accident management strategies.
Some candidate strategies are complex, involving
both beneficial and adverse effects, and subject to
large uncertainties. The influence diagram represents
a valuable tool for showing probabilistic depen-
dencies among many factors involved. The decision
tree, equivalent to the influence diagrams, represents
a second way of illustrating complex relationships. It
is the explicit representation of the decision structure,
which directly shows the decision maker the value of
each possible outcome.

Both tools are demonstrated to be used as the
basis for the framework for assessing severe accident
management strategies. This framework is very flex-
ible in that it can be applied to any kind of accident
management strategy for any sequence.
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