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Abstract

An algorithm for the sodium boiling model has been developed for calculation of the void

reactivity feedback as well as the fuel and cladding temperatures in the KALIMER core after
onset of sodium boiling. Modeling of sodium boiling in liquid metal reactors using sodium as a
coolant is necessary because of phenomenon difference comparing with that observed generally
in light water reactor systems. The applied model to the algorithm is the multiple-bubble slug
ejection model. It allows a finite number of bubbles in a channel at any time. Voiding is
assumed to result from formation of bubbles that fill the whole cross section of the coolant
channel except for the liquid film left on the cladding surface. The vapor pressure, currently, is
assumed to be uniform within a bubble. The present study is focused on not only demonstration
of the vapor bubble behavior predicted by the developed model, but also confirmation of a
qualitative acceptance for the model. As a result, the model can represent important
phenomena in the sodium boiling, but it is found that further effort is also needed for its

completition.
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1. Introduction

The Korea Atomic Energy Research Institute
(KAERI) has been developing the conceptual
design of KALIMER (Korea Advanced Llquid
MEtal Reactor) [1], which is a sodium cooled, 150
MWe, pool-type reactor. The primary heat
transport system (PHTS) of KALIMER is
submerged in the big sodium pool, which provides
the large thermal inertia of the system. KALIMER,

286

with a metallic fueled core, is designed in such a
way that intrinsic negative reactivity feedback
effect is expected during the transients including
design basis events.

Even though the KALIMER design may not
allow boiling at any circumstance under the design
basis accidents, sodium boiling is anticipated under
HCDA (Hypothetical Core Disruptive Accident)
initiating events which are represented by UTOP
(Unprotected Transient Over Power), ULOF
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(Unprotected Loss Of Flow), ULOHS
(Unprotected Loss Of Heat Sink}, or sudden flow
channel blockage, due to power excursion caused
by the reactivity feedback. For a realistic
assessment of the HCDA consequence, it is also
important to predict the core void in order to
estimate the core reactivity feedback.[2] The slug
and annular flow regimes tend to prevail for liquid-
metal boiling near atmospheric pressure primarily
due to high surface tension and low Prandtl
number, while the bubbly flow is typical under high
pressure in light water reactors.[3,4,5] In this
regard, the sodium boiling in liquid metal reactors
should be modeled independently because of the
phenomenon difference between two reactor
systems. Unfortunately, SSC-K [6] which is used
as the main code for the KALIMER safety analysis
is not capable of analyzing the sodium boiling so
far. To this end, the algorithm for the sodium
boiling model has been developed in order to
extend the applicable range of SSC-K.

There are a few codes capable of analyzing the
HCDA initiating events for liquid metal reactors.
SAS series [5] and FRAX [7,8,9] codes may be
representatives on this area. They basically use the
multi-bubble slug ejection model, which represents
boiling coolant with multi liquid slugs divided by
bubbles.

2. Theory for Sodium Boiling Model
(SOBOIL)

Sodium boiling model in SOBOIL is basically
multi-bubble slug ejection model similar to that
used in SAS2A.[5] Since the interfaces between
the liquid slugs and a vapor bubble are moving, a
model which uses only fixed nodes is not be likely
to be good enough. Voiding is assumed to result
from formation of bubbles that fill the whole cross
section of the coolant channel except for liquid
film left on the cladding or structure. A finite

Fig. 1. Nodalizations for ‘SOBOIL’ Model

number of vapor bubbles, separated by liquid
slugs, are allowed in the channel at any time. The
liquid film around the vapor is assumed to be static
currently, its motion, however, will be improved

later.
2.1. Liquid Slug Flow Rates

The description of the momentum conservation
equation for the liquid flow is similar to that used
in SAS2A, except expressing it with flow rate
instead of mass flux in order to take account of the
flow area variation for a node in the numerical
computation. The integral liquid momentum

equation is given by
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The momentum equation is applied to each slug
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which is represented in the Fig. 1, individually, and
is integrated over the length of each slug rather
than over the length of the channel. One can obtain

aW 2 1+b
115—4‘})‘ —PI,+W 12+A/r WIW’ # (2)
L +W|W| 1, +g 1,=0
where,
I = .[i - Z X, (JC), x“(jc)=w
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JEND 1 1 l
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JEND
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X, (JC) = 05 [p.(JC) + p.(JC+1)] az(JC)

The integer variable JST is the number of the
mesh segment in which the bottom of the liquid slug
is located, while JEND is the number of the segment
in which the top is contained. Since the integration
is over only the liquid portions of these segments,
the axial length terms Az (JC) in the expressions for
X1, X3, and X5 must be altered as follows :

If K )14z (JST) = 2o (JST+1) -z, (L=2, £, K—1)
If K =1 Az(JST)=Az(JST)

If K(K,, &z'(JEND)=z(L=1, t,K)-z, (JEND)
If K)K, Az (JEND)=Az(JEND)

where K is the vapor number with the numbering
going from 1 for the lawest bubble in teh channel

to k., for the highest, and z{(L,t,K) denotes the
location of the interface between the liquid and the
vapor K, L=1 for the lower interface of the bubble
K, and L= 2 for the upper interface.

In the special case of a small liquid slug entirely
contained within one mesh segment, JST =
JEND. Then,

A'(UST) =z, (L=1,1,K) - 7, (L=2, 1, K~1)(8)

and there is only one term in each of the
summations for 11 through 15 . The final numerical
equation is then,

AW
L 4 (a1 4, foas (5 + 26,01 )

A, I, [mm"”f’ + (248, )i [ AW] (9)

S, (W1 W 1428, 1 W AW )+ L], g =0

All I's in Eq. (9) except |5 are assumed to be
constant over the time step because the liquid
interface density is considered to make a very
small effect and can be neglected. Since the
interface location changes with time,

25 {t)
I ()= p z) dz (10)
257 (1)
and at t + At,
zenp (1 +41)
Is(t +ar)= p (2)dz (11)

2,57 (1+4r1)
Taking the difference for these two variables
2 (1+Ar) 2 (e+Ar)

ple) d - | pe)dz(12)

2emplt) 257(1)

L(t+at) - 5() =

because these two integrals, Eq. (10) and Eq.
(11) are identical except in segment JST and
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JEND, where the bubble interface positions are
changing with time. The interface position z, can
be written as a linear function of the interface

velocity, u; so that
dz = v, dt (13)

Therefore, Is {t + At) is

t+As
L (e +At) =1, (1) + p, (JEND) [v=1ex)ar

(14)
= p, (ST [ v (L=2 ¢, k-1) ar

'

If the velocity is assumed to vary linearly over the

time step, the time integrals in (14) becomes

L{e+A)=1,(6)+p,, (VEND)v, (L =1, 1, k) [H%J Al
= Pu (‘]ST) Y (L=2) t k—l) (1+WJN

1
Similarly, I, (t + At) and I3 (t + At) also can be
expressed in the same way.
Thus, change in flow rate for a liquid slug in Eq.
(9) is related to change in vapor pressure in the
bubble above and below the liquid slug, or to

change in the inlet and outlet coolant pressures.
2.2. Liquid Temperature

Since the interface moves along the axis, both
Eulerian and Lagrangian schemes are used for
computing transient temperatures in the liquid
coolant. The Eulerian scheme is usually applied
before incipient boiling, while the Lagrangian
scheme is used for all liquid slugs other than the
inlet liquid slug after boiling. However, Lagrangian
scheme is also used for the inlet liquid slug with a
low flow rate (~ 10 % of the initial flow rate).

For the Eulerian scheme, the basic energy
equation in a liquid slug is given by

oT,

oT.
P:C:a—t' + Gg, az' = oz + 0.(z0 (16)

Eq. (16) is numerically discritized with semi-implicit

method in time and space, e.g.

ﬂ_l T(z+Az,t+A)-T(z+Az,1) . T(z,t+ M) -T(z,1)
d 2 At At

(17)

For the Lagrangian scheme, it is used to calculate
the liquid coolant temperatures both at the fixed
axial mesh points and at the moving points near
the liquid-vapor interfaces. The Lagrangian total
time derivative, dT/dt, as seen by an observer
moving with the coolant velocity, is used and axial
heat conduction through the interfaces is ignored
in the calculation. This derivative is approximated

by

daT, :Tc(z,t+ At)-T (z-Az,t)

c

7 At (18)

where
_ (G(r+ A1) +G(r) | Ar
2(2)

Az P()=p( T,z 1+ 012) (1)

The basic equation for the interface liquid
temperature, T.(t+At), by the Lagrangian
formulation is numerically given by

pldlle 21O Jpiran+00]+ 0, (20)

where @ are now defined as

ou+At) ="k

eci

E+A)[T, e+ AN -T,(t+A0)]  (21)

o) = h OIT0-T,0] (22)

The subscript i refers to values at the interface
and T., T, and h,, indicate wall temperature,
coolant temperature, and heat transfer coefficient
between wall and coolant, respectively. Since the
cladding or structure temperatures are only
calculated at the fixed axial mesh points, T is
obtained by linear interpolation from the mesh-
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point values. The values of p and ¢ are obtained
using the extrapolated interface temperature at
t+At/2. Since direct heating of the coolant is
normally a small effect, and ignored in the present
model. {i.e.Q. = 0).

The Lagrangian calculation for the coolant
temperatures at fixed axial mesh points is similar
to Eq. (20} and the resulting equation is given by

T(z-Az,)1—d b)) + deo,
1 + dl;l,

T (z,t+Ar) (23)

where Az is given by Eq. {19), and the
temperatures Tz - Az, t) and T.(z - Az, t) are
obtained by linear interpolation from the values at

the fixed mesh points.
2.3. Heat Conduction Equation

A one-dimensional heat conduction equation is
set up in order to calculate the temperature
distribution within the fuel or structure with given
boundary conditions in a cylindrical coordinate.
The numerical method is applied to solving the
equation because analytical method is not suitable
for complex geometry and physical properties of
the solid with non-uniform heat generation rate.
This model is developed primarily with a semi-
implicit method. The maximum of 50 nodes in the
radial direction are currently allowed for solving
the equations.

2.3.1. Governing Equation

A general form of the conduction equation is
rewritten for one dimensional problem as

2
pc-qz = k—dT

P i q" (24)

2.3.2. Inner Nodes

Integrating Eq. (24) over the node volumes and

Fig. 2. Control Volume for Heat Conduction
Equation

differentiate it from node j to node |, the resulting
equation is given through some arrangement by :

or | k4 kA (k4 kA4 .
cV =iy Yy 'IT__ il IT+ Y + it “h1 Tl=qg V
P, (A} a' { d j d” H [ d‘/ di, i q, i (25)

Ll

The Eq. (25) is, then, defined in the following
way to express in the matrix form

p.cV, = cmat(i) (26)
kA T, = smat3(i) (27)
kA T, = smatl(i) (28)

dl'l
M + ka Ay = smat2(i) (29)
d; d,
q; = rmat(i) (30)

cmat(i)% +[smat3(@i) T;+smatl(i) T+ smat2() I;] (31)

=rmat(i)

where, dT/d, can be expressed as T/' - T")/At,
and Crank-Nicolson scheme which defines T with
the average of the previous and advanced time
step values, is applied to Eq. (31). Then, Eq. (31)
can be rewritten as

T n+l n
i i 3 7 J J
cmat(l)—At + [ smat3(i) (—2 ) (32)
s+l n n+] "
+ smatl(i) (5__2_*'_2.1_) + smat2(i) (-7;2;7;) 1=rmar(i)
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The linear equation (32) is finally solved iteratively
due to the non-linearity.

2.4. Bubble Formation and Collapse

2.4.1. Basic Assumptions for Vapor Bubble
Modeling

The present SOBOIL model has been developed
based on the uniform pressure model which is
adequate to small bubbles. For small bubbles, the
pressures may be assumed to be uniform spatially
inside the bubbles, whereas there exists a pressure
gradient for a bubble length exceeding the
specified minimum size. Thus, a different model
must be applied because axial distribution of the
pressure cannot be ignored. This model, however,
will be considered in the present model.

Vapor is formed if a specified amount of
superheat is satisfied at a node in the model. If the
specified amount of superheat is exceeded in a
node, then time-step size is reduced, and coolant
calculations for the channel are repeated for the
time step, so as to satisfy the superheat criterion
exactly at the end of time step. This model,
however, is subjected to the following limitations.
(i) No new vapors will be formed within a minimum

distance adjacent to a vapor-liquid interface, and

thus, nodes within the distance from the interface
are not examined for bubble formation ;
(i) No more than one bubble will be formed within

a time-step
(ili) Vapors are always saturated at given

temperatures.

(iv) If vapor temperature change exceeds a
specified amount, the time-step is also reduced.
(v) A new vapor generated in a liquid slug divides
the liquid slug into two liquid slugs and the
initial liquid flow rates for these two liquid slugs
are assumed same as that of the liquid slug

before the voiding.

K+1

Condensution

> Y] e

Vaporization

Fig. 3. Unidoem Pressure Vapor Model

Fig. 3 shows the control volume considered in
the uniform vapor pressure model. Vapors are
assumed to fill the whole cross section of the
coolant channel, except for a liquid film left on
the cladding or structure. The shrink of the
vapor bubble is possible because of
condensation in the cooler region. When vapor
length and decreasing rate of the size are
simultaneously below the minimum values, the
vapor disappears. Two liquid slugs are also
combined into one if the gap between two
vapors is close enough each other.

The bubble growth is determined by coupling
the momentum equations for the liquid slugs
with energy balance in the vapor bubble,
assuming saturation condition and spatially
uniform pressure and temperature within a
vapor. The rate of formation and condensation
of the vapor is determined by the heat flow
through the liquid film on the cladding or
structure, and through the liquid-vapor
interfaces. The primary focus of this model is to
obtain the temperatures within the vapor

bubbles. Once the temperatures are known, it
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can be used to calculate the vapor pressures,
since the saturation conditions are assumed.
The vapor pressure is the driving force for the
motion of the liquid slugs, so finding the vapor
pressures in all the bubbles provides the link
between conditions in the liquid slugs and
conditions in the vapors. Therefore the vapor
pressure leads to a complete description of the
vapor conditions throughout the channel.

2.5. Energy Transfer Into Uniform Pressure
Bubble

The total energy added to vapor bubble K in a
time step is

AL

0= [10.®)+0(r))dr (33)

Q.. is the heat flow from the heat structure and
approximated by

0. :%[Qa (k1) + Q. (ki +41)] (34)

where,

Z,(L=2.1.K)

Q.(k.t)=F, q.(z1) dz (35)
Z,(L=14.K)
Using the interface position defined in the
nomenclature, the integral for the heat flow Q.(K,
t+At) can be expressed as the sum of three
integrals :

z0(k.2)

Cu(Kt+ar)=p | q(zet+a)de

zo(k1)

z‘o(K,2)+Az’(K,2)

* B[ g(at+n)d: (36)

%0(K.2)

Zo(X.1)
t B | q.(z,t+Ar)dz

zjo(K.1)+ Az(K 1)

where Az’ (K" ,L) denotes the interface position
change caused by the vapor pressure changes over

a time-step. If the vapor temperature T(K, t + At) is
linearized to be T(K, t) + AT(K), the first integral is
a function only of AT(K) and known quantities,
since the advanced time cladding temperatures are
determined by extrapolating from the temperature
slopes calculated at the previous time-step and,
therefore, are considered known.

2.6. Heat Flow Through Liquid-vapor
Interface

Calculation of the interfacial heat transfer
between liquid and vapor in the SOBOIL model is
directly based on that in SAS2A [2]. In this
method, total heat flow through the liquid-vapor
interfaces is the sum of the upper interface term

and lower interface term

Q0 =M1, +1,) (37)
where
aT
I =kA, —* 38
Ao (38)
with
Xx= uorl

A.. = Area of coolant channel
Tiw= Liquid temperature near interface
& = Axial distance from interface
& = z - z for upper interface
=-{z-z) for lower interface
T
o

= Time average of the spatial
derivative for the time step.

An expression for the coolant temperature

fx

derivative can be derived from the general

heat conduction equation;

(T ) 0 1) AT 1) (39)
o0& p.C, o
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The boundary conditions for the problem are:
T{E=0,t") = T{t"), the liquid temperature at
the liquid-vapor interface
TiE=o00,1t") < oo,
The initial condition is:
Tt =0
The heat conduction equation, Eq. (39),

known

together with the initial and boundary conditions,
can be solved for T, using the Laplace transform
method.

2.7. Change in Vapor Energy

The heat flow into the vapor control volume is
used both to produce a new vapor and to raise the
temperature of already existing vapor. During a
time interval At, the vapor temperature goes from
T to T+AT, the pressure goes from Py+AP, the
density goes from pv + Apy, the bubble volume
goes from V, to V, + AV, and the vapor energy
changes by AE. The AP and AV are related to AT
by the requirement that saturation conditions
prevail in the vapor.

Two processes contribute to energy change AE.
One is the heating of the quantity of vapor present
at the beginning of the time step from
temperature T to temperature T+AT. The other is
the vaporization of some of the liquid film to an
additional vapor, giving a total vapor mass of {p, +
Ap.) (V,+AV) at the end of the time step. However.
it is not straightforward to formulate an expression
for the energy change by directly considering the
heating of the vapor (because of the volume and
density changes which take place during the
heating) and the vaporization of some liquid film
(because the amount of film vaporized is
unknown). Therefore, a thermodynamically
equivalent path is considered instead of
straightforward expression of the energy change.
This path can be described in the following three
steps:

Step 1: condense the vapor in the bubble at time t
to liquid at constant pressure and
temperature

Step 2 : heat the liquid from step 1 to T+AT:

Step 3 : vaporize the liquid from step 2 plus
enough liquid from the film to fill the
volume V.+AV:

2.8. Energy Balance

The energy balance between the energy
transferred to the control volume and the energy
change within the volume, determines change of
the vapor energy. The energy transferred to the
volume, E,, is sum of energy flow from the
cladding or structure, Q.,, and the energy flow
through the liquid-vapor interfaces, Q;, in Eq. (33).
can further be expressed as a linear function of the
change in the vapor temperature, AT.[5] When E,
is combined with together, the resulting equation
is a linear equation in terms of the changes in the
vapor temperatures of bubbles K-1, K, and K+1,
which may be arranged as:

C (K)AT(K -1)+C,(K)AT(K)+C(K)AT(K + 1)

-c,(x) 1%

In general, if a series of N bubbles of uniform
vapor pressure extends from the bottom to top of
the channel, then temperature changes in the N
bubbles are calculated by solving a set of linear
equations written in terms of N unknowns. Once
the vapor temperatures are known, the saturation

conditions are used to obtain the vapor pressures.
3. Overview of Basic Calculation Scheme

The present model is summerized as the

following steps in the calculation:

(1) It first reads input variables that users must
supply for the calculation and then determines
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( Read Input/Definition & Initialization )

CALL STDY
. 7% p®

e

Transient start with B.C. T, }“

AP, = 0, AP, = 0
A

EXTEMPL or EXLAG
(n+1/2) x(ari)
T; , T,

- LIQSLUG

Energy

Yes
Bubble Position
Z(ul)

SLTEMP or LAGRAN | w®'" p("*‘)

LIQSLUG

T g0 AP, AP,

M ,mu’

New Bubble Generalion

-

Time Advancement, Update All Variables

xgn) - xgn-n

kd
6‘%\ No

STOP

Fig. 4. Flow Diagram of SOBOIL Model

the steady state conditions for temperature and
pressure distributions in the liquid slug, and wall
temperatures using the input data. It also
defines various initial conditions for the
transient calculation.

(2) Calculate the preliminary flow rates and

temperature distributions in the liquid slugs

together with wall temperatures for new time

step

- Calculations of the temperature distribution
and flow rate in each liquid slug separated by
bubbles with neglecting the effect of changes
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in the vapor bubble pressures over the time
step

(3) Calculate the advanced vapor temperatures if
there were vapors in the channel. An iterative
process is necessary in this calculation, because
the advanced vapor temperatures are used for
the calculations of both the interfacial and
temperature.

(4) Finally, calculation of the advanced time
pressures, temperatures, and mass flow rates
using physical properties and wall temperatures
evaluated at the pre-estimated temperatures
and flow rates in the liquid slug.

In all iteration processes, the time step is
reduced when the number of iteration exceeds
some specified number. When the preliminary wall
temperatures and liquid flow rate change are
radical, and vapor temperature change is large,
the time-step is reduced into a half of the former
value. Fig. 4 illustrates the flow chart for this

scheme.

4. Results and Discussions

The KALIMER design parameters for the active
core channel are used. The initial values for
SOBOIL are obtained from the steady state results
of the ULOHS analysis using SSC-K. The main
parameters used in order to verify the developed

Table 1 Parameters for SOBOIL Verification

- W.P. Chang and D.H. Hahn
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SOBOIL model are summarized in Table 1.

Fig. 5 and 6 are the profiles of the steady state
temperatures and pressure in the channel,
respectively, while Fig. 7 illustrates the radial
temperature distribution inside the fuel pin. The
pressure decreases linearly along the channel as
expected with a constant flow rate. The coolant
and cladding temperatures also exhibit the
expected profiles. The fuel centerline temperature
at outlet is lower than that of the down node in
Fig. 7. It attributes to lower heat generation rate at
the end than at the down node in the fuel.

For the transient, the core inlet coolant
temperature is assumed to increase 50 °K/sec
while the inlet coolant pressure keeps the constant
value as given in Table 1, taking account of a
condition during the ULOHS accident. Because a
newly generating vapor gets the saturation
pressure corresponding to the specified
superheated temperature of the liquid coolant
from the vapor generation criteria, the vapor
pressure is higher than the liquid pressure at that
point by amount of the superheat. Consequently,
pressure jump occurs when a new vapor is
generated in the present model. Fig. 8 is result of
pressure change of the first vapor with time. The
vapor initially grows due to the pressure jump as
well as the heat transfer from the liquid near the

interface into the vapor. These two effects

Parameters Values used Parameters Values used

in SOBOIL in SOBOIL
Active Core Height (m) 1.2 Fuel Pallet Radius (m) 2.73x10-3
Flow Area {m?) 2.87 x 10° Cladding Inner Radius (m) 3.15x 10-3
Hydraulic Diameter (m) 2.87 x 10° Cladding Outer Radius {m) 3.70x 105
Perimeter {m) 0.0074 Time-Step (ms) 5.0
Initial Liquid Flow (kg/s) 0.14686 No. of Axial Nodes 20
Inlet Coolant Temp. { °K) 1150.70 No. of Radial Nodes 6
Inlet Coolant Pressure (Pa) 4.30 x 10° in the Fuel Pallet
Outlet Coolant Pressure {Pa) 4.0 x 10° No. of Radial Nodes 3

in the cladding
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accelerate the vapor growth in the early period.
After the pressure jump, the vapor pressure
decreases for a short period, mainly due to the
initial volume expansion. As the vapor gets larger
and it exceeds a certain size, amount of the heat
transfer from the wall (fuel) begins larger than the
heat transfer from the vapor to the liquid slug at
the interface as seen in Fig. 9. The fast increase of
the vapor pressure also causes the lower interface
of the vapor to move downward rapidly. The
sudden increase of the vapor pressure near 0.75
sec in Fig. 8 gives rise to reduction of the flow rate
for the liquid slug below the vapor, because the
pressure difference for the upper and lower
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Fig. 11. Development of the Vapor Interface

boundaries for the liquid slug gets smaller. The
flow behavior is well represented in Fig. 10.
Accordingly, the wall heat transfer as well as
reduction of the flow rate for the liquid slug below
the vapor mostly contributes to the rapid
development of the lower interface of the vapor
around 1.0 sec shown in Fig. 11. The sudden
expansion of the vapor region also leads to
slowing down the rate of the vapor pressure
increase. The flow rate for the liquid slug below
the vapor also goes up as the vapor pressure gets
lower. {Fig. 10) Finally, the amount of heat
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Fig. 12. Pressure Change for the Second Vapor

transfer from the wall and that from the vapor to
the liquid near the interfaces are almost balanced
as the vapor gets larger. The vapor behavior,
thereafter, shows relatively a very slow trend. Such
the slow response of the vapor leads to smooth
change for the lower interface of the vapor until
another vapor is formed below the vapor at about
3.625 sec.

The bubble behavior is more clearly
demonstrated through the behavior of the second
vapor represented from Fig. 12 to 15. The initial
increase of the pressure reduces the liquid flow
rate similar to the first vapor and the upper
interface moves upward much faster than the
lower interface. It is obviously demonstrated from
Fig. 15 that the wall heat transfer influences
dominantly to the vapor enlargement. The liquid
slug located above the new vapor gets shorter. In
the SOBOIL model, when a gap size between two
vapors reduces below a specified length, two
vapors are to coalesce and merge into one.
Another dramatic expansion of the lower interface
around 3.63 sec in Fig. 11 corresponds to the
consequence of this phenomenon. The second
vapor exists only for ~ 4 ms. Since the pressure of
the vapor emerging due to the coalescence is

assumed as an average value of the two pressures
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at the present time, the vapor pressure shows a
peak shape in Fig. 8. Similarly, the liquid flow rate
also shows a peak behavior around this time
because it is replaced with that for the liquid slug
below the disappearing vapor.

As a result, the steady state calculations are
considered to be reasonable. As the power
generation goes up, the slope of the coolant
temperature along the flow direction also
increases. It smoothens out near the top of the
channel because the power generation decreases

Wall Heat Tranfer
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T 4 T T
3625 3.626 3627 3.628 3628 3630
Time (sec)

Fig. 15. Wall and Interface Heat Transfers for
the Second Vapor

there. Generally, the process for the vapor
formation and initial growth agrees with the
physical behaviors qualitatively those assumed in
the present model. The initial vapor growth is
similar to a result presented in the CABRI analysis
using FRAX-5 and SAS4A, where sudden
downward enlargement of vapor region was
predicted within a short time, ~ ms. [9] However,
the severe fluctuation shown on the wall heat
transfer is not clearly understood at this time,
because the vapor size is likely to exceed the
applicable range of the present model. The
homogenous model that assumes saturation
condition with uniform pressure within a vapor is
known to be not valid when the vapor size does
exceed a certain value. [5] Thus, the vapor
temperature as well as pressure can not be
assumed same within such a large vapor. Another
point is that some user specified parameters in the
model, e.g. the conditions for vapor formation,
liquid gap distance for the vapor coalescence,
time-step reduction criteria, etc. are not physically
justified at this time.

5. Conclusions

Most of physical phenomena predicted by the
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present model seem to be reasonable qualitatively,
at least so that a basis for the complete modeling of
the sodium boiling model may be established. It is
confirmed that the vapor is obviously the driving
force for motion of the liquid slug. The vapor
pressure is quite sensitive to its volume change, and
the balance between the wall and interface heat
transfers is also found out to be important to the
vapor volume change. It is noted that if a more
general model were applied to the present problem,
flow reversal might be possible. Therefore, a more
sophisticated verification for validity of the model
should be followed. An additional model which can
describe the annular flow regime within the large
vapor, is also to be developed for the complete
analysis of the sodium boiling.

It is learned from this analysis that the sodium
voiding develops so rapidly that a large reactivity
insertion may be possible in the core within a short
time, and thus it may threaten the fuel integrity
during the accidents under which the sodium
boiling is anticipated. Therefore, it is very
important to predict the phenomena accurately in
order to understand the detailed fuel behavior
caused by the reactivity feedback in the KALIMER
core. The effort will be continued to improve the
problems identified, and the model finally will be
coupled to the SSC-K code to extend its capability.
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Nomenclatures
A conduction heat transfer area between
node i and j, (Eq.(25))
d, distance between node i and j, (Eq.(25))

At
d, —2“3&'—, definition in Eq. (23)

G liquid mass flow rate (kg/s-m?

h, cladding-to-coolant interface heat transfer
coefficient at t, (Eq. (23))

h, cladding-to-coolant interface heat transfer
coefficient at t+At, h..{t+At) (Eq. (23))

ke thermal conductivity between node i and
j. (Eq.(25))

b, pressure at the bottom of the slug (Eq.
(2)

P, pressure at the top of the slug (Eqg. (2))

P, perimeter of cladding, (Eq. (36}))

Je cladding-to-vapor heat flux (Eq. (36))

Q.z, t) volume source due to direct heating by

neutrons and gamma rays ( w/m* ) (Eq.

(16))

Q heat input per unit volume in the liquid,
(Eq.(39))

re nominal radius of cladding

t time since the vapor bubble started to
form, (Eq.(39))

Vi volume of the conduction control volume
i (Eq.(25))

A changes of liquid slug flow rates over a
time-step

Awe{K") changes of liquid slug flow rates for the
upper and lower liquid slug of a vapor
bubble over a time-step

zolK, L) liquid-vapor interface position without
changing bubble pressures, z(L, t, K}
+Azy(K, L), (Eq. (36))

Azo(K,L) liquid-vapor interface position change
during At without changing bubble pressures,

1 . AwolK At

2 2(ptAc)K’L !

Azo(K,L) liquid-vapor interface, L = 1 for lower

ulL,t,K)Az + (Eq. (36))

interface, L. = 2 for upper interface

Greek Symbols

o the thermal diffusivity of liquid sodium,
ki/plC,, (Eq. {39))
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i liquid specific heat
c time average liquid specific heat
o helz,t+A)Te (z,t+At) + h.(z,1)T.(z-Az,t)

definition in Eq. (23)
¢lz,t)  wall heat flow per unit coolant volume
(w/m’) (Eq.(16))

k liquid thermal conductivity
o liquid density
p time average liquid density

Di, Ci density, and specific heat of the
conduction control volume i, respectively
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