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Abstract

The event tree/fault tree techniques used in the current probabilistic risk assessment (PRA) of
nuclear power plants are based on the binary and static description of the components and the
system. While these techniques may be adequate in most of the safety studies, more advanced
techniques, e.g., the Markov reliability analysis, are required to accurately study such problems
as the plant availability assessments and technical specifications evaluations that are becoming
increasingly important.

This paper describes a Markov model for the Reactor Protection System of a pressurized water

reactor and presents results of model evaluations for two testing policies in technical specifications.
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1. Introduction

The main tools currently used in the probabi-
listic risk assessment (PRA) of the nuclear
power plants are the event tree/fault tree techni-
ques" These event tree/fault tree models are
characterized by the binary and static descriptions
of the components of the system under study.
The binary description of a component assumes

that it can be in two states, either in the up
(operating) state or in the down (failure) state.
The System state is also assumed to be binary.

The static description is equivalent to looking
at the components and the system at an instant
of time like taking a snap-shot, by averaging
the characteristics (e.g., instantaneous unavai-
lability) of a component over a time interval

and then no longer considering time dependence

of the system characteristics.

— 279 —



280 J. Korean Nuclear Society Vol. 19, No. 4, December 1987

The binary and static descriptions are adequate
in most of the safety assessments of nuclear
power plants. However, they can be a limitation
in some problems in safety analysis, and in
problems such as plant availability studies and
technical specifications evaluations where multiple
states and stochastic behavior of the components
and the system are important, they can be a
The Markovian reliability
analysis based on Markov processes is more

serious limitation.

appropriate for such problems. It is capable of
handling multiple states and stochastic depen-
dency inherent in the components and the system.

This paper describes the fundamentals of the
Markov processes and the reliability analysis
based on the Markov processes. The paper also
presents some results of its applications to
evaluating technical specifications of the Reactor
Protection System (RPS) of a nuclear power
plant.?

The paper is organized as follows. Section II
briefly describes the Markov processes and the
Markovian reliability analysis including a com-
puter implementation. Section III provides the
results of applications to the Reactor Protection
System. Section IV presents the conclusions of
the study.

II. Markov Processes

11.A. Definitions®¥

A discrete-state, continuous-time random process
describes the stochastic behavior of a system that
can be in any of a finite number (z) of discrete
states and that changes its state randomly as a
function of time. A change of state (state tran-
sition) can occur at any instant of time.

A discrete-state, continuous-time Markov Pro-
cess is a random process such that the probabi-
lity that the system will perform a state tran-
sition from state i to state j at any time depends
only on the initial state i and the final state j

of the transition and that the time until a change
from one state to another occurs is an exponen-
tially distributed random variable.

If #;(t) denotes the probability that the system
is in state 7 at time ¢, and z(¢) the 1xz row
vector with elements z:(¢), for i=1,2, 2,
then it can be shown that z(¢) satisfies the state
evolution equation given by the relation

z(t)=n()A @D
where 4 is a zX 2 matrix with elements a;; such
that:

a;;dt=the probability that the system will

transit to state j during the interval
between ¢ and t+dt given that it is
in state 7 at time &,

Vector z(¢) is called the state probability
vector with elements the state probabilities 7;
(t)’s. Matrix A is called the transtion-rate
matrix with elements the transition rates a;;’s.

The solution of Eq. (2.1) is given by the
relation

z(£)=z(0)exp(4L 2.2
where z(0) is the given value of the state
probability vector at time £=0.

A discrete-state, discrete-time Markov Process
is a random process such that: (a) state transi-
tions occur at discrete times ¢,, where

ta==ta_+At(n),
or, with 4¢(n)=constant,

ta=ty+ndt;
and (b) the probability that the system will
perform a state transition form state i to state j
at time ¢, depends only on the states 7 and j of
the transition.

It can be shown that the 1 x z state probability
vactor z(n) obeys the relation

z(n+1D)=z(@P(n) 2.3
where the 2Xz transition probability matrix
P(n) has, as elements, the transition probabili-
ties pi;(n), for i,j=1,2,--, 2.

II.B. Computer Implementation
The computer codes STAGEN and MAR-
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ELA%% can be used to quantify reliability
models that are based on the Markov processes.

In the STAGEN code, component states are
assigned to every component of the system.
System states are then obtained by generating
possible combinations of component states and
grouped into system operating (X set) and
system failed (Y set) groups. These sets are
further divided into subgroups determined by the
number of failed components.

The MARELA code receives, as input, the
system states generated by STAGEN. In MAR-
ELA, additional system states can be defined
depending on the interests of the user. For
example, an additional syatem state will be the
catastrophic state to which the system transits
if there is a demand while it is in a state of Y
set. In the case of the Reactor Protection System
analysis, the system state of spurious scrams
would be also considered important besides the
catastrophic system state of anticipated transients
without scram (ATWS).

MARELA generates the state-transition proba-
bility matrix P as a discretized approximation
to the exponential expression of Eq. (2.2)

P=exp(Adt)~I+Adt 2.4)
for a sufficiently small time step 4¢ chosen in
consideration of numerical accuracy and com-
putation time.

Testing models 6 are also included in MAR-
ELA. A test-transition probability matrix T, is
defined for each component. If N is the number
of components tested during a particular test,
the test-transition probability matrix T is given
by the relation

N
I:QIIkZI1I2'“IN 2.5

The matrices P and T are stored judiciously
taking advantage of the sparseness of the stru-
cture to reduce computer storage requirement.

The MARELA code then solves recursively

z(+D=z(m)PQ(n), n=0,1,2,--- (2.6)

in which a time-dependent matrix Q(n) is defined
as
Qm=T4(n—kT)
where 4 is a matrix with elements
1if i=j and n=kT, k=], 2, ...
5‘” _kT — ? 9 &y
i ) {O otherwise

@n
to allow for the fact that the test is periodically
repeated every T time steps.

At each time step n, the time-dependent
unavailability is calculated by the relation

Un) ———%zri (n) 2.8

and the average unavailability over a period of
7, time steps by the relation

2.9

The catastrophic failure probability and the
addititonal state probabilities are directly calcu-
lated as the state probabilities of the correspon-
ding states from Eq. (2.6)

III. Applications

III. A. Markov Model of the Reactor Pro-
tection System(RPS)

This section describes briefly the Markoy
model developed for the electrical portion of the
RPS?, The RPS is represented in a functional
block configuration (Fig, 1). There are four
blocks for analog channels and two for logic
trains and trip breakers. Each functional block
is considered as a supercomponent composed of
several basic components in series.

The state transition diagram for an analog
channel is given in Figure 2a. An analog chan-
nel is represented by a five-state component.

State 1: is the operating state.

State 2: is the the failed state. In this state
the component is failed, the failure
can be detected in the next test and
the component will be put under

repair.
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CHARNEL ¢

CHANNEL 2

CHANNEL 3

CHANNEL 4

TRAIN A

Fig. 1. Reactor Protection System Functional Block Diagram

State 3: is the tripped state. While in this
state the channel generates a trip
signal and it may undergo repair.

State 4: is the bypass state related to state
1. To perform a test the channel can
be bypassed for a prespecified period
of time: Allowable Bypass Time ().
If the test is completed within the
Allowable Bypass Time, the state of
the component transits to state 2 or
state 1 depending on whether there
was a human error during the test
or not. If the test is not completed
within the Allowable Bypass Time,
the component is put under state 3 at
the end of the Allowable Bypass
Time.

State 5: is the bapass state related to state 2,
If the channel is failed the testing
and repairing can be performed while
in a bypass mode, provided that the
Allowable Bypass Time (r) is not
exceeded.

When the allowable bypass time is small com-
pared to the mean time of channel failure, the
two test states (4 and 5) can be omitted by
assuming that transitions in and out of states 4
and 5 occur instantaneously at the time of testing
and with appropriate probabilities (see Fig. 2b).

T: tesling period
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Fig. 2a. State Transition Diagram: Analog Chan-
nel, “Nonmarkovian Model”
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Fig. 2b. State Transition Diagram: Analog Chan-
nel, “Equivalent” Markovian Model
The state transition diagram for the logic train
and trip breaker is similar to the one of the
analog channel.
Fig. 3 shows the system-level state transition
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Fig. 3. Generalized State Transition Diagram:
Reactor Protection System

diagram. The 198 system states generated by
the computer code STAGEN can be grouped
into the following nine groups:

1) RPS Available With No Tripped Analog
Channel: This group contains all system
states with at least two analog channels
and one logic train operable.

2) RPS Available With No Tripped Analog
Channel:
states with one analog channel tripped and

This group contains all system

at least one more analog channel and one
logic train operable.

3) RPS Unavailable: This group contains all
the states that imply system unavailability
(two logic trains or three analog channels
failed).

4) “Real” Scram No-Core Damage: This group
contains all the states of the system that
imply an available RPS and the successful
reactor shutdown following a “real” scram
signal. Real signal means a signal generated
by the RPS by properly responding to abno-
rmal conditions of the plant.

5) “Real” Scram-Core Damage: This group

contains all the system states that imply

an available RPS and the reactor in core-
damaged state. The RPS

“real” challenge but the

successfully
responded to the
decay heat removal function failed.

6) “Spurious” Scram-No Core Damage: This
corresponds to Group No, 4 with the scram
signal spuriously generated internally to the
RPS.

7) “Spurious”

responds to Group No.5 with a spurious

Scram-Core Damage: This cor-

scram initiator.

8) ATWS-No Core Damage: This group con-
tains all the system states that imply an
unavailable RPS coupled with a real cha-
llenge (Anticipated Transient Without
Scram-ATWS) but with successful mitig-
ation of the event.

9) ATWS- Core Damage: This group contains
all the system states that imply an unavai-
lable RPS coupled with a real challenge
(ATWS)that results in core damage.

Additional features of the model are staggered
testing and inclusion of common-cause failures.
The specific areas that the Markov model impro-
ves over the current PRA technique (e.g., fault
tree analysis) are the following:

(i) Modeling of Multiple States: A component
can be in any number of discrete states. In
particular, the Markov model allows for the
modeling of Bypass and 7Trip states for the
analog channels and the logic trains. A current
PRA technique would assume only one failed
state (component unavailable) and it would
assume that the component is unavailable every
time it is tested and for a period of time equal
to the mean time of the maintenance activity.
This approach creates three problems:

(a) It introduces a conservatism in the calcu-

lation by overestimating the unavailability

of the system. This is because when a

channel is in a trip mode it takes three

additional failures for the system to be

unavailable. Assuming that the channel

is unavailable, however, requires only two
additional failures to fail the system.

(b) It introduces a nonconservatism by under-
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estimating the probability of spurious
scrams. When a channel is in a trip mode
an additional spurious trip in any of the
remaining channels will cause a spurious
reactor scram.

(¢) It introducesa difficulty in estimating the
real effect of a policy change in limiting
conditions of operation (L.CO), It is con-
ceivable that two alternative LCO policies
are characterized by the same mean time
to test and repair a channel and different
allowable times in bypass.

(ii) State Dependences: The stochastic beha-
vior of the system might depend on its state.
For example, the allowable bypass time for an
analog channel depends on whether another
channel is already tripped or not. The repair
rate of an analog channel might depend on
whether another channel is under repair or on
whether the reactor is shutdown or online. Ex-
ceeding the allowable bypass time in an analog
channe! will generate a scram signal depending
on whether another channel is tripped or not
and on whether the reactor is online or not.

(iii) Renewal Effect of Challenges: A success-
ful challenge to the system will reveal any
existing failures which will be subsequently
repaired. Thus, the challenges to the system
have the effect of randomly occuring tests.
However, whether a challenge will have the
equivalent effect of a test on a component will
depend on whether the system is available at
the time of the challenge.

(iv) Inclusion of the “NO CORE DAMAGE”
and “CORE DAMAGE™ States:

of no core damage states is important because they

The inclusion

allow for the estimation of the expected reactor
downtime that is directly related to the RPS.
This quantity is an important attribute of any
LCO policy. In addition, the inclusion of the
no core damage and core damage states permit
a more accurate estimation of the system unavail-

ability and failure probability. This is due to
the fact that the system spends a finite amount
of time in the “no core damage states”. The
time the system spends in states of Groups 1 to
3 is then reduced accordingly and thus some
double counting in the estimation of the systems
unavailability and failure probability is avoided.

The Markov model calculates the effect of
these characteristics by considering their impact
dynamically, that is, as a function of time.

III. B. Results and Discussions

The Markov model described in Section IIL. A
was quantified using the data base given in
Tables 1 and 2. Table 1 shows the failure rates
of the components comprising the analog chan-
nels, the logic trains, and the trip breakers.
Table 2 shows the repair data and other para-
meters required in the model.

Two attributes are of interest:

(1) the probability of core damage per year
of reactor operation and (2) the average reactor
down time per year of reactor operation.

The above two attributes were calculated for
two testing policies summarized in Table 3,
Policy 1 is the current limiting conditions of
operation (LCO): allowable bypass times are
1,2, and 1 hour for one chanel, second channel
if another is tripped, and a logic train, respecti-
vely; 30 days for the channel test interval; 60
days for the logic train test interval. Policy 2
is the proposed LCO: 6,4, 4 hours and 90, 180
days, correspondingly.

Since some of the parameters, ie., p-factors
and the core damage probability given an ATWS
(CORED/ATWS), are considered uncertain to
a large extent, sensitivity studies were performed
for a range of values for these parameters.

The core damage probability given a scram
(CORED/SCRAM) was evaluated at 1, 43E~5 in
this study by using the Indial Point-3 PRA as
revised by Sandia National Laboratories!' (the
core damage frequency resulting from all internal
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Table 1. Failure Data

Component Failure Mode

Failure
Probability Source Comments

Analog Channel Block
Input Relay Fails to open
Operates spuriously
Loop Power Supply (120 VAC) Inoperable4
Reduced Capability?

Signal Conditioning Module Inoperable®
Reduced Capability?
Comparator (Bistable) Inoperable
Reduced Capability
Sensor/Transmitter
Neutron Flux Inoperable
Reduced Capability
Pressure Inoperable
Reduced Capability
Total
Flux Channel Fails to operate
Operates spuriously
Pressure Channel Fails to operate

Operates spuriously

Logic Train and Trip Breaker Block
Trip Breaker . Fails to open

Operates spuriously

UV Coils Fails to open
Operates spuriously
DC Power(48V) for UV Coils Inoperable
Reduced Capability

Solid State Logic Circuits Fails to operate
Operates spuriously
DC Power(15V) for Solid Inoperable
State Logic Circuits Reduced Capability
Total Fails to operate

Operates spuriously

5.09(—7)/d Ref. 7 5.81(—10)/hr*
3.6 (—8)/hr | Ref.7
5.4 (=7)/hr Ref. 8 W-PWR data
9.1 (—8)/hr Ref. 8 W-PWR data
2.6 (—6)/hr Ref, 8 W-PWR data
1.55(—6) /hr Ref. 8 W-PWR data
6.5 (—7)/hr Ref. 8 W-PWR data
8.4 (—=7)/hr Ref. 8 W-PWR data

3.4 (—6)/hr | Ref.8 W-PWR data
8.5 (=7)/hr Ref.8 W-PWR data
2.6 (—7)/hr | Ref.8 W-PWR data
3.1 (—6)/hr Ref. 8 W-PWR data

. 65(—6)/hr
. 91(—6) /hr
. 51(—6)/hr
.16(—6)/hr

W W

L27(—4)/d Ref. 7 2.59(—7) /hr*
.3 (—8)/hr Ref.7 from indoor AC

breakers
5.09(—7)/d Ref. 7 5.81(—10) /hr*
3.6 (—8)/hr Ref.7 from relay coils
5.4 (—=7)/hr | Ref.8 W-PWR data
9.1 (—8/hr Ref. 8 W-PWR data
1.73(—6) /hr Ref.7 from solid
2.48(—6) /hr Ref.7 state alarms

5.4 (—7)/hr | Ref.8 W-PWR data
9.1 (—8)/hr | Ref.8 W-PWR data
2.52(—6) /hr
3.28(—6) /hr

> D

% Converted to an hourly failure rate assuming 10 demands per year.
4 Both failure modes of power supply are considered to produce spurious signals.

{) In Ref.8 “Inoperable” is defined as failure events

involving actual failure and “Reduced Capability”, as

instrument drift, out-of-calibration, intermittent (spurious) events. The condition of reduced capability

is considered to produce spurious signals.

transients was divided by the total frequency of
internal transient initiators),

Six cases defined by the parameters shown in
Table 4, were evaluated using CORED/SCRAM
=1. 43E-5 and the results are presented in Table
5. Core damage frequencies are provided in

Table 6. and in Figure 4 for several values of
assumed CORED/ATWS and p-factors.

It is observed from the results that whether
Policy 2 represents an improvement over Policy
1 depends on CORED/ATWS, as well as, onm
the degree of dependence between the channels
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Table 2. Data for Parameters of the Model

Parameter Data (Mean) Source Comments
m™® thr! Ref. 9
f2 R 1/7hr! Ref, 9
mCH 1hr! Ref. 9
2288 1/7hr ! Ref, 9
o 1/16hr! Ref. 9
Ao 9.91yr1 Ref. 10 Challenge rate on RPS (Frequency of transients)
rs=rp 25. 6hrs Ref. 9
P 1.43E-5/d Ref. 11 Indian Point-3 PRA revised by Sandi(Intenal transient
initiators)
1. 60E-6 Ref. 12 Zion PRA (Internal initiators)
p* 5. 21E-7 -Ref, 11
P, 6. 42E-2 Ref. 11

Table 3. Testing Schedules (Limiting Conditions of Operation) Considered in the Study*

Policy [ TCH(Days) TTR(Days) 7 (Hours) 70(Hours) | 7.(Hours)
1 | 30 60 1 2 1
2 | 90 180 6 4 4
* TCH, TTR: Test intervals for channels and logic trains, respectively.
7 . Allowable bypass time for an analog channel test.
7o . Allowable bypass time for an additional analog channel test if one is already tripped.
7y . Allowable bypass time for a logic train test.
Table 4. S-Factors and Limiting Conditions of Operation
[ T
Case l gt TgR TCH(Days) l (g a;s) | r(Hours) lro(Hours) [Tl(Hours) ’
1 0.1 0.1 30 60 1 2 1 Current LCO
2 0.1 0.1 90 180 6 4 4 Proposed LCO
3 0.01 0.01 30 60 1 2 1 Current LCO
4 0.01 0.01 90 180 6 4 4 Proposed LCO
5 0. 0. 30 60 1 2 1 Current LCO
6 0. 0. 90 180 6 4 4 Proposed LCO
B . g-factor

T : Test ilnterva

7 . Allowable bypass timefor an analog channel test
7o Allowable bypass timefor an additional analog channel test if one channel is already tripped.
71 Allowable bypass time for a logic train and trip breaker test.

and between the trains (B-factors), In the ab-
sence of dependences (§—=0), Policy 2 results
in a lower core damage frequency for almost
all the values of CORED/ATWS. For relatively
weak dependences (f=0.01), Policy 2 is better
than policy 1 only for values of CORED/ATWS
less than 0, 2. For relatively strong dependences
(f=0.1), Policy 2 is better than Policy 1 only

for values of CORED/ATWS less than 0. 025.

Figure 5 shows in CORED/ATWS-§ plane a
limit curve which divides the plane into two
regions where one testing policy is better than
the other and vice versa.

The six cases were repeated using a different
CORED/SCRAM (=1, 60E-6) estimated from
the Zion Probabilistic Safety Study?® and the
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Table 5. Results of the Markov Model(CORED/SCRAM=1. 43E-5)

i Core Damage Core Damage
_ Case U n‘:::irlz%?ﬁt - ATWS Aver‘z:;g:mReal “ Re]a)lugctx'?im Spu;?::; aggram }Spu r]x) Ol:fs tSchar_r_l
1 2.040(—4) 1.801(—3) 2.718(—=2) [ 1.224(—4) 9.773(—3) 5.793(—5)
2 4.594(—4) 4.126(—3) 2.749(~2) ( 1.237(—4) 3.947(—4) 2.113(—6)
3 2. 140(~5) 2.018(—4) 2.720(~2) | 1.225(—4) 9.781(—3) 5.797(—5)
4 4,988(—5) 4.807(—4) 2.754(~2) ; 1.240(—4) 3.954(—4) 2.117(—6)
5 1.095(—6) 2.401(—5) 2.721(~2) { 1.225(—4) 9.782(—3) 5.798(—5)
6 4,279(—6) 7.474(—5) 2.755(—2) ’ 1.240(—4) 3.955(—4) 2.118(—6)

Table 6. Probability of Core Damage per Reactor Year(CORED/SCRAM=1, 43(—5))

Conditional Probabi- 8=0. 5=0.01 8=0.1

lity of Core Damage
Given ATWS Policy 1 l Policy 2 Poliey I | Policy 2 | Policy I | Policy 2
10-2 1.81(—4) | 1.26(—) E L8I(—4) | L27(—4) | 1.82(—4) | 1.30(—4)
51078 L8L(=) | 1.26(—4) | L8 (=4 | 1.20(—4) | 1.89(—4) | 1.46(—4)
102 L8I(—4) | L27(—4) g 1.83(—4) | L31(—4) | 1.98(—4) | 1.67(—4)
5x1072 1.82(—4) f 1. 30(—4) i LOI(—4) | 1.50(—4) | 2.70(—4) | 3.32(—4)
107! 1.83(—4) L.34(—=4) | 2.01(—4) | L74(—4) | 3.69(—4) | 5.38(—4)
5x 107! 1.92(~4) | L63(=0 ) 2.81(—4) | 3.66(—4) | 1.08(—3) | 2.19(—3)

1. 2.04(—4) i 2.01(—4) ‘ 3.82(—4) 6.07(—4) 1.98(—3) 4.25(—3)

Table 7. Limit Points in CORED/ATWS vs. §-

Table 8. Limit Points in Ratios of CORED/ATWS

Factors to CORED/SCRAM vs. g-Factors
Conditional I Conditional o
Probabiliy of Limit Brobabilty of Limit
ore Damage _ . _ ore Damage _ ; _
Gi(vsecl)l %]:57 m £=0. Points p=0.1 Giv%lRScre}m 5=0. Points £=0.1
R — CORED -
SCRAM A=0.01 SCRAM £=0.01
1.43(—5) 1.0 2.0(—1) 2.5(—2) 1.43(—5) 6.99(4) 1.40(4) 1.75(3)
1. 60(—6) L2(-1 2.2(=2) 2.6(—3) 1. 60(—6) 7.50(4) 1.38(4) 1.63(3)
s »
o :
vt e = AN
F Poifey 1 =z : \\ Pelicy 1 s better -
= e - ) E N —§
gw’ o o E - -
E L ( £ ‘
5, '/‘,/// .; = falicy 2 is better =
g0 f = i 3
’ E ! | -3 L L L L L ! L L L 1 1 2 1 )
S0t L3 0.02 0.04 0.06 32.03 .10 c.12 .14

HENATUS

Fig. 4, Core Damage Probability Per Reactor
Year (CORED/SCRAM=1,43x%1075),

8-factor
Fig. 5. A Limit Curve in CORED/ATWS-8 Plane
(CORED/SCRAM =1, 43E-05)
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otherwise same parameters given in Table 4.
The results are shown in Figures § and 7.
Table 7 shows for the two values of CORED/
SCRAM, the limit points in terms of CORED/
ATWS which were read from the crosspoints
in Figures 4 and 6. These limits points were
plotted in Figures 5 and 7.
comparing Figures 5 and 7 that the region

It can be see by

where Policy 2 is better than Policy 1 is smaller
if the CORED/SCRAM is smaller. In other

0
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words, for a plant whose CORED/SCRAM is
estimated to be small (e.g., by a PRA), the
B-factors and/or the CORED/ATWS of the
plant should be also small for the Policy 2 to
be competitive with and better than Policy 1.

Table 8. shows the same limit points, but now
in terms of the ratio of CORED/ATWS to
CORED/SCRAM, and the limit points are also
shown in Figure 8. It is interesting to note that
the two limit curves lie very close together and
are essentially indistinguishable. This may imply
that the ratio of CORED/ATWS to CORED/
SCRAM, not the individual parameters, is an
important factor in deciding which testing policy
is better.

It is thus recognized that decision making on
LCO policies of the RPS will become much
easier if there exists a plant-specific PRA which
provides more definitive and plant-specific para-
meters such as CORED/SCRAM and CORED/
ATWS,

Figure 9 shows for Policy 1, the core damage
probability, as a function of time, resulting from

three contributors: (1) core damage due to
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Fig. 8. Limit Curves in CORED-ATWS/CORED-
SCRAM-3 Plane
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Table 9. Comparison of Two Policies

Core Damage Reactor Down

Probability/RY Time (Fraction)
Policy 1 1.31(~4) 3.50(~2)
Policy 2 L67(—4) 3.11(—=2)

ATWS (assuming a particular value of CORED/
ATWS=1), (2) core damage due to spurious
scrams, and (3) core damage due to real scrams.

The core damage probability from spurious
scrams clearly shows a periodic time behavior.
However, it appears that the other two contri-
butors and total core damage probability do not
show periodicity. Actually they also show similar
periodicity but they are not as pronounced as
the spurious scrams in the figure. This can be
explained by the fact that the spurious scram
probability exhibits much larger variations than
the unavailability?,

Figure 10 shows similar information for Policy
2. Contribution from ATWS becomes larger and
contribution from spurious scram becomes sub-
stantially smaller compared to Policy 1.

Table 9. summarizes the results of calculation
of the two attributes for Policy 1 and Policy 2.

IV. Conclusions

The binary and static modeling in the event
tree/fault tree techniques can be a serious limi-
tation in problems such as plant availability
studies and technical specifications evaluations.
The Markov model is more appropriate for such
problem where multiple states and stochastic
behavior of the components and the system are
important.

A Markov model was developed for the Rea-
ctor Protection System of a pressurized water
reactor and evaluated for the two specific testing
policies (two sets of technical specifications).
The model calculated two attributes, i.e., core
damage probability (CDP) per year of reactor
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operation and average reactor downtime (ARD)
per year of reactor operation.

The point value calculations show that the
change from Policy 1 (current LCO) to Policy
2 (relaxed LCO) results in an increase of CDP
by 27 percent (“impact”) and in a decrease of
ARD by 11 percent (“value”). Thus, Policy 1
is preferred to Policy 2 if the core damage pro-
bability is the sole attribute of performance, while
Policy 2 is preferred to Policy 1 if the reactor
downtime is the sole attribute of performance.
Deciding on one policy against the other requires
a decision maker’s value tradeoffs between the
attributes of performance.

General conclusions based on several sensitivity
calculations are as follows:

1. The CDP is mainly affected by the unavai-
lability of the RPS and consequently by the
probability of an ATWS. The ARD, however,
is mainly affected by the probability of spurious
scrams. This behavior is due to the fact that
the conditional probability of core damage given
an ATWS is much higher than the conditional
probability of core damage given a spurious
scram.

2. The ABTs for the analog channels and
the logic trains affect mainly the probability of
spurious scrams. In general, an increase in the
ABTs results in a decrease in the probability
of a spurious scram and in 2 much smaller
increase in the probability of an ATWS. The
conditional probability of core damage given a
spurious scram is, however, much smaller than
the conditional probability of core damage given
an ATWS. Consequently, an increase of the
ABTs results in a small net increase of the
CDP. On the other hand, the significant decrease
in the probability of spurious scrams correso-
pnds to a significant decrease in the ARD. This
behavior is observed for all levels of dependences
among the analog channels and between the
logic trains (dependent failures) and it is slso

supported by the uncertainty analysis?,

3. The test intervals of the analog channels
and of the logic train affect the CDP more than
they affect the ARD, and they do so in a way
that depends on the level of dependences among
the analog channels and between the logic trains
(dependent failures). At low levels of depen-
dences large test intervals are justified, while at
high levels of dependences small test intervals
result in lower CDP.
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