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1. Introduction 

 
Digitalizing the reactor protection system of nuclear 

power plant has been initiated several decades ago and 

now full digitalization has been adopted in the new 

generation of NPPs around the world because digital 

I&C systems have many better technical features like- 

easier configurability and maintainability over analog 

I&C systems [1]. Digital I&C systems are also drift-free 

and incorporation of new features is much easier [2]. 

Rules and regulation for safe operation of NPPs are 

established and has been being practiced by the 

operators as well as regulators of NPPs to ensure safety.  

The failure mechanism of hardware and analog systems 

well understood and the risk analysis methods for these 

components and systems are well established. However, 

digitalization of I&C system in NPP introduces some 

crisis and uncertainty in reliability analysis methods of 

the digital systems/components because software failure 

mechanisms are still unclear. This paper provides 

overview of different software reliability methodologies 

and proposes a technic for estimating the reliability of 

RPS with consideration of undetected software faults. 

 

2. Methodology 

 

In this section the techniques are used to model for 

estimating the reliability of RPS has been briefly 

described. Traditionally, probabilistic safety assessment 

(PSA) of analog system is performed by fault-tree and 

event tress analysis based on hardware failure rates. 

However, traditional PSA based on only hardware 

failure would under estimate because digital system fails 

for both hardware and software failure. Software 

failures are observed to be dominant over hardware 

failures in a digital system [4]. The reliability modeling 

techniques for random hardware failure and software 

failure have been described in the following sub-

sections: 

 

2.1 Hardware Reliability 

 

Exponential distribution is most widely used for 

hardware reliability assessment. If λ is the constant 

random failure rate of a hardware component and t is 

the mission time then the reliability of the component is 

estimated based on the probability density function: 
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Probability of failure for the period of t,  
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2.2 Software Reliability 

 

Over the decades, a good numbers of statistical methods 

have been developed for the software reliability 

estimation. However there is no consensus on a method 

of software reliability analysis [3]. The software 

reliability growth model (SRGM) is the most matured 

technique for a software dependability assessment.  In 

this technique, the increment of reliability is measured 

due to the removal of detected faults from the software. 

However, the SRGM technic is believed to be 

inappropriate for reliability assessment of safety critical 

software because of the argument on effectiveness of 

fault removal and chance of introducing new faults 

during fixing of discovered faults [5].  

 

An alternative approach to estimate number of 

remaining faults after verification and validation (V&V) 

of software is evaluating the software development life 

cycle (SDLC), which has been described by H. S. Eom 

et al. [6]. The method is expected to overcome the 

problems of conventional methods. However utilizing 

the SDLC modeling with BBN and random testing 

results, we propose to incorporate BBN based fault 

estimation and random testing of software for estimation 

of defect density in the software. In other words, we 

propose, the initial estimation of faults by assessing 

SDLC process and then reliability estimation trough 

assessing the estimated faults from the software test 

results. 

 

2.2.1 Estimating remaining faults after V&V 

 

Software development model called Waterfall Model 

has been considered as standard for estimation of 

remaining faults. Faults are estimated by Bayesian 

Belief Network (BBN) model in which the inputs are 

the outcomes of the qualitative assessment SDLC 

activities with respect to a fixed criterion. 

 

2.2.2 Re-evaluation of remaining faults by testing 

 

Number of faults estimated by BBN could be used to 

estimate probable fault density, ϕ (i.e. no of faults per 

functions) in the software. This prior fault/defect density 

can be used to assess how these faults could affect the 
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demand failure criteria applying beta distribution for a 

series of random black-box testing, and probability of 

demand failure can be estimated.  

 

Case-1: with evidences of test failures 

When φ follows Beta(α,β) distribution and  α>0 and 

β>0, the mean fault density can be revised as posterior 

on the random black-box test results based on the 

following formula for f failures out of total n tests: 
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Case-2: when no evidence of test failures  

When there is no evidence of failure during n tests, 

posterior mean fault density can be estimated based on 

the following formula as shown in [7] 
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2.3 System Reliability 

 

Based on the posterior probability of fault density 

using the test results, the expected failure probability of 

software is estimated and applied to estimate the system 

failure, and can be applied fault-tree analysis. 

 

 
Fig.1. Simplified block diagram of BSP module. 

 

Probability of the failure of bistable processor (BP) 

output is estimated as follows: 

).....().........()()( vBPIpBPpBPOp   
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Where, p(hw): probability of BP hardware failure, 

p(sw): probability of BP software failure, p(BPI): 

probability of bistable input failure 

 

 

3. Conclusions 

 

Software reliability analysis of safety critical software 

has been challenging despite spending a huge effort for 

developing large number of software reliability models, 

and no consensus yet to attain on an appropriate 

modeling methodology. However, it is realized that the 

combined application of BBN based SDLC fault 

prediction method and random black-box testing of 

software would provide better ground for reliability 

estimation of safety critical software. 
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