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1. Introduction 

 
OPR1000 simulator for ShinKori-Unit 1, which will 

be operated at 2815MWt of thermal core power, is 

being developed while the ShinKori-Unit 1&2 is being 

built. OPR1000 simulator adopted the RELAP5 R/T 

code, which is the adaptation of RELAP5 and NESTLE 

codes to run in real-time mode with graphical 

visualization, to model Nuclear Steam Supply System 

(NSSS) Thermal-Hydraulics (TH) and Reactor Core. 

The RELAP5 is an advanced, best–estimate, reactor TH 

simulation code developed at Idaho National 

Engineering and Environment Laboratory(INEEL) and 

the NESTLE is a true two-energy group neutronics code 

that computes the neutron flux and power for each node 

at every time step. As a simulator environment, the 

3KEYMASTER
TM

, a commercial environment tool of 

WSC is used. 

 

2. Core Modeling 

 

2.1 Cross Section Processing Utility 

 

A cross section processing utility was developed to 

process the large quantity of information received from 

the DIT/ROCS models into the form needed by Nodal 

Neutron Kinetics Module (NNKM). Figure 1 illustrates 

the procedure for processing the RELAP5 NNKM cross 

section data. 

 

 
Fig. 1. Flow Chart for processing the RELAP5 NNKM cross 

section data.  

 

2.2 Neutronics Modeling 

 

Each zone is subdivided into a number of regions and 

defines averages of volume and heat structure quantities 

for each region of a zone. After the control rod 

positions are computed, the control fraction for each 

axial level is computed.  

Once the control fractions are computed on each 

axial level, the neutron cross sections for each level can 

be computed.  

The neutronics model of OPR1000 for ShinKori Unit 

1 simulator divided the total core into 12 axial slices 

and 177 radial meshes based on fuel assemblies, and 5 

thermal-hydraulic volumes as shown in the Fig 2. 

 

 
Fig. 2. Nodalization diagram of the Core for NNKM 

 

3. TH Modeling 

 

RELAP5 R/T input deck of OPR1000 for ShinKori 

Unit 1 has been developed based on RELAP5 for 

Ulchin Unit 3&4. The differences from RELAP5 input 

for Ulchin Unit 3&4 are as follows. First, boron 

concentration is added to hydrodynamic components 

such as pipe, branch, pump, pressurizer and etc.. 

Second, a multi-dimensional nodal neutron kinetics 

model is used for Core modeling rather than a point 

kinetics model. Third, heat structures adjacent to core 

are changed accordingly. Fourth, the pressurizer nodes 

divided into 8 parts. Fifth, Several new items which are 

introduced in OPR1000 such as over pressure 

protection devices (PSV, SDS), ADVs, MSSVs are 

added. Sixth, bypass valves, feed water and spray/aux 

spray lines are included. Fig. 3. shows RELAP5 R/T 

Nodalization for OPR 1000 for Shinkori Unit 1. 

Fig. 3. RELAP5 R/T Nodalization for OPR1000 
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4. Interface between Core/TH Model and 

Simulator Environment for OPR1000 

 

4.1 Interface Method 

 

Communication between RELAP5-3D and 

3KEYMASTER
TM

 environment is controlled via the 

R3K Interface layer which provides the following 

functions and features: 

� Execution control functions setting-up parameters 

for RELAP execution control, including model time, 

making time-step advancements, managing 

snap/reset functions, reading and writing restart files. 

� Performing setup mode functions this includes 

establishing steady state/transient modes, setting 

components to be run, printing major edits, and 

setting debug mode on/off  

� Generating a list of memory variables and exporting 

specified variables. Shared memory is stored in 

3KEYMASTER
TM

. 

� Providing control over various model features, such 

as input/output parameters, specifying heat capacity 

of materials, fouling factors and form-loss 

coefficients at specified junction 

� RELAP5 components can be replaced and model 

time changed after restart 

 

 
Fig. 4. R3K Interface Layer and Execution Control 

 

R3K is an interface program for data transfer and 

execution control between RELAP5 code and 

3KEYMASTER
TM

,
 
but it doesn’t affect the calculation 

algorithm in RELAP5.  

3KEYMASTER
TM

 has access to RELAP5 output 

through shared memory (r3kexport.share) and the 

output ranges are provided with r3k.medit file written 

by user. Output includes all of minor edits in standard 

RELAP5. In the same way, 3KEYMASTER
TM

 provides 

RELAP5 with input through shared memory 

(r3kimport.share) and the input ranges are provided 

with r3k.tdcomp file written by user.  

R3K sets up execution environments using 

configuration file (r3k.config) and this file should be 

placed in execution folder (Development). 

 

4.2 Execution in Simulator Environment 

 

 To execute RELAP5 R/T in 3KEYMASTER
TM

 

environment, the following files are needed: 

� Execution file (relaptaxk.exe) 

� Property data (tpfh2o, tpfh2on) 

� Steady-state input file (skn1.i) & Null-transient 

input file( restart.i) 

� Configuration file (r3k.config) & Input/Output 

variable file( r3k.medit, r3k.tdcomp) 

� 3KEYMASTER
TM

 execution environment files 

(sim.user, server.user) 

 

Steady-state test result at full power is as shown in 

the picture below after interfacing between Core/TH 

model and 3KEYMASTER
TM

. Several variables are 

compared with the design data values and it is shown 

that most variables satisfy the allowed error range in 

simulator. 

 

 
Fig. 5. Result of Interface between Core/TH Model and 

Simulator Environment. 

 

5. Conclusions 

 

The Core and TH model of OPR1000 for ShinKori 

Unit 1 are developed respectively using RELAP5 R/T 

and interfaced with 3KEYMASTER
TM

 of simulator 

environment, via R3K, an interface program which 

manages data transfer and execution control, but 

doesn’t affect the calculation algorithm in RELAP5. 

BOP model which is being developed in 

3KEYMASTER
TM

, will be integrated to Core/TH 

model in the future. 
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