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1. Introduction 

 

A real-time I&C system used in safety systems in 

nuclear power plants shall have predictable and 

deterministic characteristics. The main issue of 

predictable real-time system is to prove whether it 

satisfies its deadline. One way to prove whether a real-

time I&C system satisfies its deadline is a schedulability 

analysis. A schedulability analysis on SCOPS (SMART 

COre Protection System) is performed. 

 

2.  Design Characteristics of the Scheduler and Data 

Communication 

 

2.1 Tasks Run in a Deterministic Sequence 

 

     The fixed execution orders of the tasks at the design 

phase are predefined. Based on the predefined execution 

orders, execution intervals, and execution time of the tasks, 

it is demonstrated that the tasks are run in a deterministic 

sequence. 

 

2.2 Single Task Architecture and No Interrupt 

 

The tasks in a single task architecture do not compete 

to occupy resources. After a task completely finishes its 

execution, the next task starts its execution. The running 

task occupies all resources required. When it terminates, it 

frees up the resources. There is no interrupt except for a 

timer interrupt. The processing period of the scheduler is 

25ms. The scheduler architecture is shown in Fig. 1. 
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Fig. 1. The Scheduler Architecture 

 

2.3 No Input/Output Blocking and No Deadlock 

 

When a running task waits for the required resources, 

we refer the situation as blocking. The blocking is divided 

into two cases. The first is to wait for the input/output. 

The other is a deadlock. Input/output blocking is used to 

wait for the reading or writing of data to global buffers or 

communication buffers to input or output the data. The 

communication buffers use dual-ported RAM, which is a 

type of random access memory that allows multiple reads 

or writes to occur at the same time. As mentioned above, 

because a scheduler has a single task architecture, a 

situation in which a task waits for resources occupied by 

other tasks does not occur. The same reason is also 

applied to a deadlock. 

 

2.4 Deterministic Data Communication 

 

To ensure deterministic communication, the state-based 

transmission method is adopted [3]. The data 

communication load is designed to be constant by this 

method. The data communication protocol does not use 

handshaking, which provides a nondeterministic property. 

 

3.  Test Results 

 

To analyze the schedulability of SCOPS, the execution 

time and execution order for each task, the pre-processing 

time for the initialization, and extra time, which is time 

difference between the termination of any task and starting 

of another task are required.  

 

3.1 Execution Times of Tasks 

 

To show that the scheduler ensures schedulability, the 

execution time per task is measured using an oscillator. 

The execution period [4] and execution order of a task are 

shown in Table 1. 

 

Table 1. Execution period and order of a task 
Tasks Execution 

Period 

Execution 

Order 

Watchdog Timer Reset 25ms 1 

Input 50ms 2 

CRAPOS 100ms 3 

CORVAR 50ms 4 

TRPGEN 50ms 5 

CORAPD 250ms 6 

STDNBR 2000ms 7 

Output 50ms 8 

 

The execution time of each task is shown in Table 2. 

The execution times according to the execution paths are 

shown in Table 3. The longest execution path is execution 

path 6, which is executed per 2000 ms. The execution 

time of the path, which is the worst case execution time, is 
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14.44 ms. Therefore, it is concluded that the real-time 

scheduler can ensure the schedulability of all tasks. 

 

Table 2. Execution times of tasks 

Task Module INPUT CORVAR TRPGEN CRAPOS CORAPD STDNBR OUTPUT

Exec. Period (ms) 25 50 50 100 250 2000 25

Exec. 
Time
(ms)

Average 0.205621 0.006615 0.001239 0.056575 0.147811 13.855560 0.162426 

Maximum 0.206067 0.006707 0.001253 0.056853 0.148133 13.855627 0.162867 

 

Table 3. Execution time of execution path 

 
 

3.2 Pre-processing time and Extra Times of Execution 

Paths 

 

Because the scheduling method is non-preemptive, the 

context time switching time for any task is not considered. 

However, there is extra time which is the time difference 

between the termination of any task and the start of 

another task. Fig.2 shows the conceptual pre-processing 

time and extra time. 

Extra times according to execution paths are shown in 

Table 4. The execution time of execution path 6 as the 

worst case execution time is 0.00068 ms. The pre-

processing time is about 0.0004-0.0005 ms. Therefore, the 

summation of the pre-processing time and extra time is 

0.00118ms.  

 

 
Fig. 2. Conceptual diagram of pre-processing and extra 

time 

 
3.3 Execution time of input task according to data 

transmission time interval 

Table 4. Extra time according to the execution path 

 

 

The input task reads all data in the buffers of the 

communication board until they are empty. The more data 

in the buffers, the more execution time of the input task 

required. To verify this phenomenon, a test measuring the 

execution time of the input task according to the data 

transmission time interval was performed. The test results 

are shown in Table 5. 

 

Table 5. Execution time of input task according to data 

transmission time interval 

 

As shown in Table 5, the shorter the data transmission 

interval, the longer the execution time of the input task. 

These test results can be considered to determine the data 

transmission time. 

 

4. Conclusions 

 

To show that all tasks of SCOPS meet their deadlines, a 

schedulability analysis was performed. When the 

processing period of the scheduler is 25 ms, the execution 

time of the longest execution path is 14.44 ms. This 

satisfies the deadlines of all tasks of the SCOPS. Through 

these test results, it can be shown that predictable and 

deterministic characteristics for safety I&C systems of 

SMART MMIS were   implemented. 
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