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1. Introduction 

 

A big data concept is expected to have a large impact 

on the safety of the nuclear power plant (NPP) from the 

beginning of the big data era. Though there are high 

interests on the NPP safety with the big data, almost no 

studies on the logical and physical structures and the 

systematic design methods of the big data platform for 

the NPP safety have been conducted [1]. 

For the current study, a new big data pilot platform 

for the NPP safety is designed with the main focus on 

the health monitoring and early warning systems, and a 

tailored design process based on the systems 

engineering approaches is proposed to manage inherent 

high complexity of the platform design.  

The proposed design process is composed of several 

steps from the stakeholders identification to the 

integration test as shown in Fig. 1, and a part of the 

design processes are studied for this research as a 

feasibility study. 

 

2. Design of pilot platform based on SE approach 

 

2.1. SE approach applied for design of pilot platform 

 

Systems engineering (SE) is a structured approach and 

process to develop system development systematically, 

and the SE approach has been embodied with the 

international standards such as ANSI/EIA-632 [2], 

IEEE 1220 [3], and ISO/IEC 15288 [4]. However, the 

process and method of the international standards could 

be unsuitable for the pilot platform development from 

the viewpoint of low cost and time effectiveness, 

resulting in the need of a simplified method and process 

with the basic SE approach characteristics [5]. Thus a 

development process based on the tailored SE approach 

method is defined to develop a pilot platform, with the 

co-work of the specialists in the fields of NPP, big data, 

and SE. Fig. 1 shows a proposed SE based design 

process for the pilot platform, and the sequential steps 

in the dotted lines are studied for this research. 

 

2.2. Stakeholders identification and operational concept 

definition 

 

The system lifecycle along with the steps of design, 

development, operation and maintenance is classified, 

and the main stakeholders are derived from each step. 

‘As-is operational concept’ and ‘To-be operational 

concept’ are derived for the main stakeholders. 

 

 
Fig. 1. SE based design process for pilot platform 

 

2.3 System requirements definition 

 

It is necessary to define the system requirements for 

the successful development of the pilot platform. 

Detailed functions for system requirements of the pilot 

platform are defined, and the operation scenario for the 

operation concept is described with the specialists. Also 

the additional system requirements are defined from the 

requirements classified at the scenario description 

process. 

 

2.4 Derivation of common system function 

 

A pilot platform which is used for various applications 

as well as a specific big data platform solution is 

designed, and common system functions are derived by 

analyzing related materials including standards, reports, 

papers for big data platforms from National Institute of 

Standards and Technology (NIST), National Inform 
ation Society Agency (NIA), Telecommunications 

Technology Association (TTA), and etc. Fig. 2 shows 

derived common functions. 

 

2.5 Definition of operation scenario 

 

After definition of system functions, operation 

scenario for the platform is defined from the six main 

common functions of pilot platform. The defined 

scenario consists of detailed steps as follows. 
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PI system (which is NPP simulator instead in this 

study) generates data in real-time and generated data is 

collected, stored, processed, and analyzed sequentially. 

During the operation, if abnormal conditions are earlier 

detected, then alarm is provided to NPP operators. 

 

2.6 Design of conceptual level of functional 

architecture 

 

Structured functional architecture based on the 

defined system requirements is derived from the 

consensus of internal development specialists. The main 

functions and description for the system are derived as 

below. 

 

[Big data pilot platform server for NPP] 

 Data collection: Generated big data from sensors in 

NPP are collected in real time. 

 Data store and extraction: Distributed storage on the 

data collected in real time and extracts the required 

data. 

 Data processing: Removed not require the collected 

data prior to saving and the analysis items. Before and 

after treatment to change to the required data format 

and compression. 

 Data analysis: Analysis of the abnormal diagnosis 

from massive data sets stored in the distributed data 

storage. 

  Platform management: Management such as 

monitoring for implementation of the full function in 

the pilot platform. 

 

[Big data pilot platform client for NPP] 

  Data query/extraction: Data query and extract to CSV, 

XLS files from pilot platform server storage. 

  Basic statistical analysis of data: Analysis for the 

quantity of data, the mean, variance, standard 

deviation, the distribution, minimum, maximum, etc. 

  Real-time data monitoring: Stored data monitoring 

data in accordance with the time axis. 

  Visualization of data analysis results: visualization of 

the results derived from the data analysis. 

  Abnormal alarm: Early notification to the user when 

abnormality found through data analysis. 

 Abnormal diagnosis: Analysis and diagnosis for the 

cause of the abnormality data. 

  Platform server access: The authentication process 

and access to the users who are allowed access to the 

pilot platform server. 

 Function/performance monitoring and management of 

platform modules: Real-time status monitoring for 

modules in the pilot platform. 

  HW resource management: Management for the 

server CPU utilization, storage utilization and network 

utilization rate. 

  Platform module install/uninstall/update managem 

ent: install/remove/update functions for supported 

modules that make up a pilot platform. 

 

3. Applicability evaluation of functional modules 

 

There are lots of the existing modules that support 

each function out of the six main functions of the 

physical architecture. The key point of the physical 

architecture design for the big data platform is to select 

the appropriate module from the existing modules 

through the applicability evaluation. When the 

appropriate module does not exist, then it is necessary 

to develop a module which can support a function. The 

applicability of functional modules is evaluated for the 

data collection, processing, store and extraction, 

analysis and visualization in this part. 

 

3.1 Applicability evaluation of function module for data 

collection 

 

 

Fig. 2. Six common functions for big data platform 

 



Transactions of the Korean Nuclear Society Autumn Meeting 

Gyeongju, Korea, October 27-28, 2016 

 

 

Five functional modules of Apache Flume, Facebook 

Scribe, Apache Chuckwa, Apache Sqoop, and FluentD 

are selected as candidates for the data collection module, 

and Apache Flume, Apache Sqoop, and FluentD are 

chosen from the applicability evaluation. Fig. 3 shows  

an example for applicability review of data collection 

module candidates [5]. 

 

3.2 Applicability evaluation of functional module for 

data storage/ extraction function 

 

The applicability evaluation of functional module for 

the data storage/extraction is processed through two 

steps. Lots of modules are screened to save time and 

effort for the applicability evaluation in the first step, 

and then the chosen modules in the first step are 

reviewed from the practical viewpoints of real-time 

performance, flexibility, reliability, compatibility, 

usability, and supportability in the second step. 

MongoDB, Cassandra, Redis, and Apache HBase are 

selected as an alternative in the first step, and then 

Cassandra and HBase are finally chosen for the 

functional modules in the second step. 

 

3.3 Applicability evaluation of functional module for 

data processing function 

 

While an alternative method is chosen by the review 

of requirements with the inner specialists, the data 

processing module is not processed for the applicability 

evaluation unlike the other functional modules. 

MapReduce and YARN which are core components 

modules in Hadoop version 2.4 for the safety and 

compatibility are selected for the pilot platform. 

Additionally Apache Spark and Apache Storm which 

are compatible with Hadoop and suitable for real-time 

data processing are also chosen for the alternative 

candidates. 

 

3.4 Applicability evaluation of the functional module for 

data analysis 

 

Five functional modules of Mahout, Spark MLib, 

RHadoop, RHive, and RHIPE which are known as data 

analysis modules are selected as an alternative for the 

applicability evaluation, and then RHive which is used 

for statistics and data mining is chosen for the data 

analysis modules. Also it is determined to develop a 

module for data analysis function with RHive. 

 

3.5 Applicability evaluation of functional module for 

data visualization 

 

The big data visualization function is recently operated 

by several modules. Thus it is necessary to evaluate the 

applicability of functional modules that satisfy the 

requirement for data visualization. 

The applicability evaluation of functional module for 

the data visualization is processed through two steps. A 

lot of modules are screened to save time and effort for  

 

Fig. 3. Applicability review of data collection module candidates 
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the applicability evaluation in the first step, and then the 

chosen modules in the first step are reviewed for the 

applicability in the second step. 

D3.js, Flot, Google Charts, and gRaphaël are selected 

as an alternative in the first step, and then D3.js is 

chosen for the functional modules in the second step. 

 

3.6 Applicability evaluation of functional module for 

platform management 

 

For the convenience of platform operation and 

maintenance, the platform management modules 

perform various functional activities such as user access 

management for the pilot platform, monitoring and 

management of the platform module, HW resource 

management, and installation/uninstallation/update 

managements. It was hard to find appropriate modules 

that support these various functions among the Hadoop 

eco systems, thus it is determined to develop a module 

that support the requirements for the current study. 

 

4. Design of conceptual level of physical architecture 

 

The conceptual level of physical architecture is 

derived by assigning the selected functional modules 

into the functional architecture. The derived physical 

architecture can be a blueprint for detailed design and 

implementation of the pilot platform, and also can 

reduce design changes that occur in the detailed design 

and implementation phases. Fig. 4 shows the conceptual 

level of physical architecture of the pilot platform. 

 

5. Conclusion 

 

The big data concept is expected to have a large 

impact on the safety of the NPP. So, in this study, the 

big data pilot platform for the health monitoring and 

early warning of the NPP is designed. For this, the 

development process based on the SE approach for the 

pilot platform is proposed and the design results along 

with the proposed process are also presented. 

Implementation of the individual modules and 

integrations of those are in currently progress. Also, 

demonstration test will be conducted in the near future. 
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Fig. 4. Conceptual level of physical architecture of pilot platform 

 


