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1. Introduction 
 

Complicated multi-physics, multi-phase phenomena 
typically occur in nuclear thermal-hydraulics such as 
steam-water two phase flow in PWR severe accidents, 
molten fuel-fission gas behavior and fuel-cladding 
interactions in fuel pin, air–trapped sloshing in various 
types of water tank of power plants, and so on. Various 
Eulerian numerical method including PIC, VOF, LS 
were developed to analyze the multi-physics and multi-
phase phenomena, however, these traditional grid-based 
methods have difficulties in detecting interface between 
phases and analyzing free surface flow and highly 
deformable flow due to the nature of Eulerian scheme. 

Using particle based numerical methods such as 
Smoothed Particle Hydrodynamics (SPH) and Moving 
Particle Semi-implicit (MPS) is one possible approach 
to overcome above-mentioned problems of grid-based 
methods. This paper introduces the recent progress and 
on-going activities of SOPHIA code, the 3-D multi-
physics SPH code under development in Seoul National 
University (SNU). The SOPHIA code has been 
developed and parallelized using CUDA C++ language 
in order to simulate various complicated thermal-
hydraulic phenomena associated with nuclear reactor. 
Following sections summarize basic principle of SPH 
method and overall features of SOPHIA code including 
physical models, key implementation strategies, and 
also some multi-dimensional test simulations of 
SOPHIA code.  

 
2. SPH Methods 

 
2.1. Mathematical Concept of SPH 
 

Smoothed Particle Hydrodynamics (SPH) is a fully 
Lagrangian, particle method for analyzing fluid flows. 
In the SPH method, the entire fluid system is 
represented by a finite number of particles which carry 
individual properties, and the material values including 
momentum, energy are computed by smoothing over the 
neighboring particles [1]. Fig. 1 shows particle based 
fluid system in SPH calculation. The SPH method 
exhibits large advantages over the traditional grid-based 
numerical methods in dealing with free surfaces or 
complex boundary geometries. The boundary at a free 
surface and moving interface are automatically imposed 
and simply determined by the trajectory of particle 
nodes. Thus, there are no constraints on the geometry of 
the fluid system. Recently, this method has been rapidly 
developed with the improvement of computational 

environment and widely utilized in various engineering 
areas in recent years. 

The SPH formulation is obtained by using kernel 
functions that approximate a delta function and 
approximating the integral by a summation [1], 
 

( ) ( )i j i j j
j

f r f W r r V= −∑         (1) 

 
where if   is a function at the position i, subscript j is 
the nearby particles of center particle i, V is the particle 
volume, and ( )i jW r r−  standing for the kernel function 
with h denotes the smoothing length that is the 
influencing area of kernel weighting function. Fig.2 
shows the particle distribution with the kernel function. 
The kernel weighting function is a function of particle 
distance and it must be normalized over its support 
domain.  

The kernel approximation about the derivative 
function can be obtained by applying the Gauss integral 
formula and divergence theorem to the above field 
approximation equation (1). Finally, the first derivative 
of the field function ( )f r  is expressed as a function of 
kernel derivative, mass and density [1]. 
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Fig. 1. Particle distribution with kernel function 
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Table 1 
SPH notation for basic governing equations of SOPHIA 

Governing Equation SPH Formulation 

Mass Conservation ( )  j
i i j i ij

ji j

md u u W
dt
ρ ρ

ρ
  = − ⋅∇ 
 

∑
   (6) 

Momentum Equation ( )( ) ( )2 2
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j ji i j
i j ij

p p m r Wdu m W u u g
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µ
ρ ρ ρ ρ η
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Equation of State 
2

0 0

0

1cp
γ

ρ ρ
γ ρ

  
 = − 
   

 (8) 

 
2.2. SPH Governing Equations 
 

The basic governing equations for the motion of an 
isothermal, incompressible, newtonian fluid in a 
Lagrangian frame are the mass conservation equation 
(3), and the momentum conservation equation (4), 

 
d u
dt
ρ ρ= − ∇⋅


             (3) 

 
2du p u g

dt
ρ µ ρ= −∇ + ∇ +       (4) 

 
where ,  uρ  are the density and velocity of the fluid, 

and p  , µ , g  denote pressure, dynamic viscosity, and 
gravitational constant, respectively.  

To close the equations, equation of state (EOS) is 
indispensable. In general SPH methods, incompressible 
fluid is assumed to be weakly compressible so that the 
Tait equation below is used for EOS [2], 
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  
 = − 
   

  (5) 

 
where 0ρ , 0c  are the standard reference density and 
speed of sound, and γ  is the polytrophic constant which 
determines the sensibility of pressure calculation.  Table 
1 summarizes general SPH equation for mass, 
momentum conservation and equation of state [1-4]. 
 

3. SOPHIA Physical Models 
 

3.1. Multi-phase Model 
 
In SPH multi-phase calculation, there can be other 

fluid particles with a large density difference within the 
smoothing radius near the interface between the phases. 
Thus, the SPH equations should be volume-based form 
in order to prevent unphysical smoothing of particle 
properties near the interface. In addition, density 
renormalization for each phase can improve the stability 

of multi-phase simulation. In the SOPHIA multi-phase 
model, density renormalization is performed in every 
20-50 time steps. 

The surface tension force plays an important role in 
multi-phase simulation depending on the scale of 
simulation. In SOPHIA code, a macroscopic continuum 
surface force (CSF) model is implemented as following 
equation [5], 
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where σ  is surface tension coefficient, κ  is a curvature, 
and c is a color field for the calculation of gradient 
vector. In the above equation, gradient vector c∇   and 
the curvature κ  is calculated as below [6], 
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where V is a volume of each particle, and ϕ  is a 
parameter which is 1 if particle j is same phase with 
particle i and 0 for otherwise.  
 
3.2. Heat Transfer Model 
 

Since the SPH technique is fully Lagrangian 
numerical method, convection heat transfer is naturally 
reflected in the motion of particles. The SOPHIA heat 
transfer equation is given below [7], 
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where k is a heat conductivity of particle. 
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Fig. 3.  SOPHIA Nearest Neighboring Particles Search (NNPS) algorithm 

 
4. SOPHIA Code Implementation 

 
4.1. GPU based Parallelization 
 

Particle-based SOPHIA code has time step 
limitations since its time integration is based on fully 
explicit scheme. Thus, some strategies are required to 
improve the efficiency of code calculation. Fortunately, 
solving the governing equations for each particle is 
relatively easy to parallelize [8], so GPU-based code 
parallelization can significantly improve the code 
efficiency.  

Fig. 2 is a simplified representation of CUDA GPU 
memory structure. Blocks and threads in the figure are 
used in various parallelization processes of SOPHIA 
code including mapping, reduction, cumulative sum, 
and so on. In general cases except for the nearest 
neighboring particles search (NNPS) algorithm, one 
block is mapped to each center particle and threads are 
assigned to each neighboring particle as shown in Fig. 2. 
After the parallelization, the calculation speed of 
SOPHIA code increases up to 2 orders of magnitude in 
some cases. 

 

 
Fig. 2. CUDA GPU memory structure 

 
4.2. Nearest Neighboring Particles Search 

 
The SPH calculation solves the physical models as a 

form of discretized summation for the neighboring 
particles, so the neighboring particle search procedure 
(NNPS) for each particle must be performed before 
solving the governing equations. This NNPS step is the 
most time-consuming part of the SPH calculation, so the 
performance of the whole algorithm largely depends on 
the efficiency of NNPS procedure. 

In the SOPHIA code, counting sort algorithm (Fig. 
3) is implemented for NNPS process in which particles 
are rearranged based on the particle numbers of the cell. 
GPU parallelization is applied to all the processes of 
sorting and NNPS step such as particle counting, 
cumulative summation, and so on. 
 

5. Test Simulation 
 

5.1. Multi-dimensional Dam Break Simulation 
 
The dam-break simulation is a good benchmark 

problem for the Lagrangian-based numerical analysis 
code since it is associated with complex phenomena 
including surface breaking up, high impact pressure, and 
so on. Fig. 4 shows the snapshots of 2d dam-break 
simulation and Fig. 5 compares the non-dimensional 
position on each non-dimensional time between the 
results of SOPHIA code and experiment of Martin & 
Moyce (1996) [9], and it shows good agreement. Fig.6 
shows the geometry and results of 3d dam-break 
simulation with square shaped structure. 

 
5.2. Multi-phase Dam Break Simulation 
 

Two-dimensional multi-phase dam break simulation 
is also conducted to qualitatively validate the SOPHIA 
multi-phase model. The snapshots of Fig. 7 shows that 
the interface between two phases and the trapping of 
low-density fluid are effectively simulated. 
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Fig. 4.  2D Dam-break simulation (SOPHIA) 

 

 
Fig. 5.  Validation of 2D Dam-break Simulation 

 

 
Fig. 6.  3D Dam-break simulation with structure 

 
 

6. Summary 
 

This paper summarized the recent progress and on-
going activities of SOPHIA code, the 3 dimensional 
multi-physics parallelized SPH code under development 
in Seoul National University. Basic conservation and 
physical models for two-phase flow and heat transfer are 
implemented in current SOPHIA code and all of these 
interaction models and functions including NNPS are 
parallelized based on GPU using CUDA. The results of 
dam-break simulations quantitatively and qualitatively 

 
Fig. 7.  Multi-phase 2D dam-break simulation (SOPHIA) 

 
shows that SOPHIA code well simulates free surface 
flows with different phase. The SOPHIA code is 
expected to be used for various applications related to 
the thermal-hydraulics on nuclear engineering. 
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