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1. Introduction 

 

Installation of digital I&C systems and continuous 

cyber attacks against national infrastructures signified 

that NPPs are susceptible to cyber attacks [1]. As 

technologies have developed, public perceptions of 

cyber security for NPPs have been changed. One of the 

major problems is that the nuclear industry is in the very 

early stage of cyber security problems [2]. It is caused by 

late adoption of digital I&C systems, less attention 

compared to other safety problems, and the limited 

experience of cyber attacks. Many cyber security 

regulatory documents, standards have already been 

published in the nuclear industry. However, there were 

still difficulties when it comes to defining appropriate 

requirements for a security control, and deciding which 

security functions are installed for a security control [3]. 

Several methods have been proposed to compare the 

security controls in terms of security effectiveness [4], 

[5]. Although the verification of security functions used 

for security controls should be preceded, there has been 

no research or guide in the nuclear industry. In RS-015, 

about 20% of the technical security controls include the 

statement that the adverse effect of configured functions 

must be verified. Though it is 20%, those controls are 

required to have functions with high technology 

implementation level. Having not considered the fact that 

security functions when the existing digital I&C systems 

were designed, the effect of verification on safety is very 

important. Verification of adverse effects of security 

controls is also the most controversial issue between the 

safety and the security fields, and it must be solved for 

the safe application [1]. 

 

2. Analysis of the installation of security functions 

and developer effort 

 

Security control types need to be classified by roles or 

implementation methods depending on the evaluation 

purpose. In this study, security controls were classified 

into two categories according to how configured 

functions were implemented. 

 

 Category 1: security control configuring functions 

integrated with the safety system. 

 Category 2: security control configuring functions 

operated in real time. 

 

For the security control classified category 1, it should 

be carefully applied with consideration of S/W faults that 

can occur in an integration process. For the security 

control classified category 2, it should be carefully 

applied after conducting verification of effect on system 

operation. The two categories are not exclusive, and 

security controls belonging both categories should meet 

the two kinds of considerations. The method for 

managing faults that can occur during the integration 

process is focused in this study. 

When new functions are installed in the I&C system, 

the functions are verified through the S/W V&V process 

in order to assess the safety implications [6]. There has 

been an assumption that the complexity of the S/W of the 

NPP I&C system is low in several researches [7]. 

However, it is necessary to validate the assumption when 

security functions are installed. If not validated, 

complexity of the V&V process should be estimated 

instead to ensure the integrity of functions. Several 

researches found that incorporation of S/W changes due 

to the installation of new functions may cause highly 

scattered code modification [8]. It increases complexity 

of the system which also negatively affects the S/W 

quality. It also makes developers difficult to keep 

tracking S/W changes. These facts are main reasons for 

the introduction of faults. Based on these researches, it 

can be concluded that the installation of security 

functions may lead to new faults. In addition, the process 

management for finding and fixing new faults is 

important. Considering that the main cause of software 

faults is human error [9], it is important to quantify and 

reduce the efforts of the developers required for the 

management. 

However, many S/W measures appear in various 

articles in different forms as an indicator of developer’s 

effort. With this regards, the S/W measures should be 

grouped by similar concepts, and implication of the 

group should be summarized. A total of 175 S/W 

measures were analyzed through a literature survey, and 

the measures were categorized in five groups. The 

categories of S/W are summarized in Table 1. 

 

Table 1. Categorization of S/W measures 

 

Group of similar concepts Number 

Measures for S/W size 47 

Measures for S/W complexity  96 

 Code distribution degree 8 

Module-network structure  24 

Programming code pattern 64 

Measures for working environment  32 

Total 175 
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The number in this table is just a count of 

measurement methods, and it does not reflect importance 

of methods. Factors affecting the developer’s effort have 

a limited relation with S/W itself in this study. The 

factors are summarized in Fig. 1. 

 

 
 

Fig. 1. Factors affecting developer effort 

 

 

3. Quantification of the Developer Effort 

 

The amount of developer’s effort can be quantified as 

the amount of S/W change information by applying the 

information theory [10] [11]. 

 

The amount of S/W change information = − ∑ 𝑝𝑖 log2 𝑝𝑖  

 

In which, 𝑝𝑖  is the percentage of the 𝑖𝑡ℎ unit change 

among the whole S/W changes. 

The concept of entropy can be used for measuring not 

only quantity of the S/W change process, but also quality 

[10]. Moreover, it is suitable for quantifying the degree 

of difficulty that the developer feels [12]. However, the 

previously developed method only reflects the size and 

the distribution degree of S/W changes. It cannot reflect 

complexity of a code pattern and a module structure. 

To reflect the factors, common unit tasks between 

operators in the user interface and developers in the S/W 

inspection process were investigated [13]. Because the 

research field of user interface has already tried to 

quantify the complexity of information type. The 

methods for quantifying the complexity of the screen 

structure design and transition patterns were used for 

developing a weighting variable, which reflects the 

uncovered complexity types. In addition, the weighting 

variable was assigned to unit change. 

 

Weighting variable of unit change (c) = 𝛼 + 𝛽 

 

 

Where, 𝛼  is the entropy of the module structure 

where changes take place, and 𝛽  is the entropy of 

diversity of the code pattern required for installation of 

new functions. The sum of two kinds of entropy is 

proposed as a weighting variable for the unit change. 

Variables are summarized with some examples in Table 

2. The improved model for quantifying developer’s 

effort is suggested as following equation.  

 

The amount of S/W change information = − ∑ 𝑐𝑖𝑝𝑖 log2 𝑝𝑖  

 

Where, 𝑐𝑖  is a weighting variable of the 𝑖𝑡ℎ  unit 

change. 

 

Table 2. Development of the weighting variables 

 

Example Cases Variables 

A module structure 
 

 

 

Entropy of  

module 𝛼 

 

 

Code patterns 

for a new function 
 (★, ★, ★, ●) 

One figure means an unit change  

 

 

Entropy of  

code pattern 𝛽 

Results of S/W Change 
 

 

 

Weighting variable 

 

c = 𝛼 + 𝛽 

 

 

 

4. A Case Study 

 

A case study was performed to prove the validity of 

the suggested model. It was applied to two assumed 

scenarios, one was selecting security functions that 

required the more careful management, and the other was 

checking the fact that installation of security functions 

requires more developer effort than existing safety 

functions. Furthermore, the degree of distinction was 

compared with the previous method. 

 

Table 3. The results of the case study 

 
Scenario Features to 

be applied 

Previous 

Method 

Suggested 

Method 

Results 
(Careful)  

1 Security 

Function 1 

3.58 15.59 ● 

Security 

Function 2 

2.58 7.75  

2 Security 

Functions 

4.17 16.26 ● 

Safety 
Functions 

3.32 9.63  

 

Security functions that require the careful application 

can be selected well in advance by using the suggested 

method. In addition, it can be checked that the 

introduction of security functions may cause a greater 

managing effort than that of safety features. Although, 

the previous method and the proposed method have the 
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similar result, the suggested method shows more 

noticeable difference, because the suggested methods 

reflects more factors related to complexity.  

 

5. Summary and Conclusion 

 

Having not considered the fact that security functions 

when the existing digital I&C systems were designed, 

verification of adverse effects of security controls is the 

most controversial issue between the safety and the 

security fields. Several researches found that the 

incorporation of S/W changes due to the installation of 

new functions could cause a highly scattered code 

modification. Considering that the main cause of 

software faults is human error, it is important to quantify 

and reduce effort required for management. Factors 

affecting the developer’s effort have a limited relation 

with S/W itself in this study, and are summarized as the 

size, the distribution degree, the module structure, and 

the code pattern. The amount of developer’s effort can be 

quantified as the amount of S/W change information by 

applying the information theory. However, the method 

only reflects the size and the distribution degree of S/W 

changes. It cannot reflect complexity of the code pattern 

and the module structure. To overcome this limitation, 

common unit tasks between operators in the user 

interface and developers in the S/W inspection process 

were investigated. In addition, a weighting variable, 

which reflects the uncovered complexity type was 

developed and assigned to each unit change. A case study 

was performed to prove the validity of the suggested 

model. The suggested method can help estimate how 

further the system complexity can be and how much 

more difficulty can be added to developers when cyber 

security controls are applied. It is also expected that the 

suggested method can be applied to select security 

controls which need careful attention in advance. By 

measuring the complexity and difficulty, the suggested 

method can help managers establish the specific process 

for the safe application. However, there are some 

limitations in this work to estimate developer’s effort, 

because the method for obtaining the weighting variable 

(c) needs to be elaborated. Also, verification and 

validation of the suggested method need to be improved. 
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