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1. Introduction 

The regression machine learning programming is a 

representative supervised machine learning program that 

predicts response (dependent) data with trained 

(independent) data. The simple linear regression uses the 

least square method to find a slope and y-intercept to 

determine the linearity of a set of trained data. The simple 

logistic regression uses the sigmoid function to find a 

parameter to classify the independent data into binary 

state: 0 or 1, which can be applied in nuclear power plants 

to classify measured data (or symptoms) into the binary 

state on the basis of experience, analysis or engineering 

judgement. The result of the simple linear regression 

machine learning program varies according to the initial 

value, learning rate and epoch [1]. The accuracy of the 

simple linear regression is determined with R-squared 

value that shows goodness of fitting the linearity. This 

paper is to find which factors impact the result of simple 

logistic regression machine learning program by briefly 

reviewing the characteristics of it. The trained data in this 

paper is just arbitral data which is not real, only to see the 

algorithmic behavior of the simple logistic regression 

machine learning program.  

2. Simple Logistic Regression 

The logistic function was introduced as a model of 

population growth in 1838 [2] [3]. There are two types of 

population growth curves as shown in Fig. 1 [4]. 

 
Figure 1 Two types of population growth curves 

(excerpted from [4]) 

This paper focuses on the S-shaped (sigmoid) curve 

that classifies the train data into two states: 0 or 1. From 

the population growth function, the logistic function can 

be drived as the following equation [5]: 

𝑓(x) =
𝐿

1 + 𝑒−𝑘(𝑥−𝑥0)
 

Where x is the real numbers in rage of [-∞,∞], x0 is 

the sigmoid’s midpoint of x, L is the maximum value of 

the curve, k is the slope of the curve. 

In this paper, L is assumed as 1. Thus, when L is 1, k 

is 1, and x0 is 0, then we can get the S-shaped curve as 

Fig. 2. The logistic function can be also drived from the 

concept of odds. The odds value is in range of [0,∞]. The 

odds is used as a ratio of two numbers or a measure of 

association between two likelihoods or probabilities, for 

example:  

Odds =
𝑃

1 − 𝑃
 

Where P is the probability of the events 

The odds ratio is used to evaluate how strongly the two 

groups “A” and “B” are related each other in terms of the 

odds: 

Odds Ratio =
𝑂𝑑𝑑𝑠 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐵

𝑂𝑑𝑑𝑠 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐴
 

When the odds ratio is equal to 1, the two groups do 

not affect each other. When the odds ratio is greater than 

1, the probability of event happenings in group B is 

higher than that of group A, which means that the group 

A affects to increase outcome of group B. 

The logit, called a log-odds, is defined as the natural 

logarithm of the odds: 

logit = ln (
𝑃

1 − 𝑃
) 

The logit maps the range of odds value to the range of 

real number [-∞,∞]. Thus, we can assume that the logit 

transformation of the dependent variable has a simple 

linear relationship with the independent variables: 

logit(𝑝) = ln (
𝑃

1 − 𝑃
) = 𝑤𝑥 

Where w is the slope of the linear relationship and x is 

the independent variable. The p is obtained as a logistic 

function: 
𝑝

1 − 𝑝
= 𝑒𝑤𝑥  

p = (1 − 𝑝)𝑒𝑤𝑥 

p(1 + 𝑒𝑤𝑥) = e𝑤𝑥 

𝑝 =
𝑒𝑤𝑥

1 + 𝑒𝑤𝑥
=

1

1 + 𝑒−𝑤𝑥
 

 

 
Figure 2 S-shaped curve 

The logistic function is related to Bernoulli trial that 

outcomes 0 or 1. In the simple linear regression, the cost 

function, a mean squared error function, is optimized 

with the gradient descent method. This case is simple 

because the cost function is a convex function. However, 
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when we apply the same method to the simple logistics 

regression, the cost function cannot be simply optimized 

because the gradient of logistic function is not a convex 

function. Therefore, we need to make the cost function 

possible to apply the gradient descent method. For this, 

the cross-entropy function is appropriate to apply the 

gradient descent method to optimize the cost function: 

C(w) = −
1

𝑛
∑[𝑦(𝑖)

𝑛

𝑖=1

log (𝐿𝑤(𝑥(𝑖))) + (1 − 𝑦(𝑖))log (1 − 𝐿𝑤(𝑥(𝑖)))] 

Where C(w) is a cost function of parameter w, n is the 

number of train data, y that is 0 or 1 is classification of x, 

Lw is a result of the logistic function with the w. 

Now, we can optimize the cost function with the  

gradient method. The accuracy of logistic regression is 

checked with AUC (Area Under the Curve) of ROC 

(Receiver Operating Characteristic) curve that is 

generated with the true positive rate (that is sensitivity) 

as a y-axis and false positive rate as a x-axis [6]. The 

more close to 1 the AUC is, the more accurate the 

regression is. 

3. Machine Learning Programming (MLP) 

This paper uses TensorFlow [7] released by Google 

Company to build a machine learning program of logistic 

regression and Anaconda [8] released by Anaconda 

Company for development environment. In this paper, 

the train data x and y in Table 1 are arbitral. 

Table 1 Test case for logistic programming  

Case-1 
x -4 -3 -2 -1 0 1 2 3 4 5 

y 0 0 0 0 1 1 1 1 1 1 

Case-2 
x -4 -3 -2 -1 0 1 2 3 4 5 

y 0 0 0 0 1 1 1 0 1 1 

Case-3 
x -4 -3 -2 -1 0 1 2 3 4 5 

y 0 1 0 0 1 1 1 0 1 1 

The structure of simple logistic regression machine 

learning program using Tesnsorflow is shown in Fig. 3 

with Tensorboard. 

Figure 3 Structure of logistic machine learning 

program using Tensorflow 

4. Results and Discussions  

As shown in Fig. 4, the Case-1 data shows better S-

shaped curve and higher AUC value than the Case 2&3. 

The Case-1 trained data is well organized in classifying a 

new output into 0 or 1. The learning rate is tested with 

the Case-1 data as shown in Fig. 5. The learning rate 1 

shows better results than 0.1 and 0.01 of it. This is 

different phenomena from the linear regression which 

showed 0.1 is better than 1[1]. The initial value is tested 

with the Case-1 data as shown in Fig. 6. The initial value 

3 shows better results than 1 and 2. This is the same 

phenomena as the linear regression [1]. In Fig. 6, the 

learning rate 1 shows better result than 0.1 in terms of 

epochs, which reaches the optimized value faster. 

 

 

 

 

 

 

 

Figure 4 S-shape curve and value of AUC 

 
Figure 5 MLP results with learing rate 

 
Figure 6 MLP results with initial value 

5. Conclusions 

As a result of brief review of the logistic regression 

machine learning program, outputs of it vary on the 

programmer’s determination of initial value, epoch and 

learning rate. Thus, a formal method to determine them 

is needed to apply it to the nuclear power plants. The 

application of Softmax will be studied in the future. 
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