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1. Introduction  

We presented brief reviews of logistic regression and 

support vector machine methods as data classification 

methods in previous papers [1], [2], and [3]. Data 

classification methods are used in many applications in 

supervised machine learning programming for nuclear 

facilities. For field process signals such as pressure and 

temperature signals, when we want to classify the signals 

with user defined appropriate thresholds into two states, we 

can apply logistic regression and support vector machine 

methods for the classification.  

 Logistic regression has a limitation in classifying non-

linear data and can classify data into only one of two states 

with a predefined threshold. The support vector machine 

(SVM) [4] is an alternative method for data classification 

in supervised machine learning programming. There are 

two types of SVMs: the linear SVM and the non-linear 

SVM. The linear SVM is called a simple or hard SVM. The 

non-linear SVM is called a complex or soft SVM. The 

SVM is based on the kernel method. 

This paper briefly reviews and describes the kernel 

method with simple test data.  

 

2. Kernel Method 

The kernel method for the SVM is different from the 

definition in linear algebra. The kernel in linear algebra 

(i.e., linear transformation) is simply defined as a vector 

space in a domain that is mapped to the zero (i.e., null) 

vector space in an image or co-domain. The kernel 

method for the SVM is defined as follows [5]: 

 
 

The kernel is used to transform (or map) data in a 

vector space into another space (or plane) as shown in 

Fig. 1 [5]. 

 
Figure 1 Data transformation by a kernel 

 

The kernel method can be used to linearly classify 

data by transforming the data into another vector space. 

It usually transforms the data into a higher vector space. 

 

3. Simple Test Case 

 We describe data classification based on the kernel 

method by using arbitral test data as shown in Table 1. 

𝒙1 and 𝒙2 are data to be transformed and classified. 𝒚  
is a predefined class where the data is classified to. For 

example, a class 0 contains the data that 𝒚  is 0 and a 

class 1 contains the data that 𝒚 is 1. 

 

Table 1: Arbitral test data before being transformed 

𝒙1 -10 -9 -8 -4 -3 3 4 8 9 10 

𝒙2 -10 -8 -7 -1 -2 2 0 9 8 10 

𝒚  0 0 0 1 1 1 1 0 0 0 

 

The data in Table 1 is plotted as shown in Fig. 2. The 

plot in Fig. 2 is generated using the matplotlib library. 

 

 
Figure 2 Plotted data in Table 1 

 

The data in Table 1 cannot be linearly classified as 

shown in Fig. 3. It is generated using the SVM Sckit-learn 

library.  

 

 
Figure 3 Linear classification of data in Table 1 

 

We define a kernel function that transforms the data in 

Table 1 into a three dimensional data as follows: 

 

ɸ: 𝐱 = (𝒙1, 𝒙2) ɸ(𝐱) = (𝒙1, 𝒙2, 𝒙2
2) ∈ 𝐹 = 𝑅3       (1) 
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In Eq.(1), the third element 𝒙3 is generated by squaring 

the second element 𝒙2. The data in Table 1 is transformed 

into the data in Table 2. 

 

Table 2: Arbitral test data after being transformed 

𝒙1 -10 -9 -8 -4 -3 3 4 8 9 10 

𝒙2 -10 -8 -7 -1 -2 2 0 9 8 10 

𝒙3 100 64 49 1 4 4 0 81 64 100 

𝒚  0 0 0 1 1 1 1 0 0 0 

 

The data in Table 2 is plotted in three dimensional space 

as shown in Fig. 4. The plot in Fig. 4 is generated using the 

mpl_toolkits.mplot3d library. 

 

 
Figure 4 Plotted data in Table 2 

 

After the transformation of data, we can linearly classify 

the data as shown in Fig. 5. It is generated using the SVM 

Sckit-learn library.  

 

 
Figure 5 Linear classification of data in Table 2 

 

We can see that the data in Table 2 is linearly well 

classified after the transformation. When we draw contour 

lines as shown in Fig. 6, the data is well classified. 

 

 
Figure 6 Contour lines of Fig. 5 

 

The machine learning programming was performed 

using Spyder 3.3.6 in Anaconda 3 1.9.12, Python 3.7.4, 

and matplotlib and Sckit-learn libraries. The data 

classification is programmed using the support vector 

machine function in Sckit-learn library. 
 

4. Conclusions  

This paper briefly reviewed a kernel method used for 

data classification in supervised machine learning 

programming. This paper showed that non-linear data 

can be linearly classified after transforming them into 

higher vector space using the kernel function. 

Additional study is needed to find the optimal kernel 

function depending on the data. 
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