
Machine learning approach for approximation of 

thermal-hydraulic code using k-NN

Highlights

⚫ Simulation of thermal-hydraulic (TH) dynamics via TH code run requires long 

computation time (e.g., minutes to hours)

⚫ Rapid simulation is required for developments of a digital twin model, and one approach 

is data-driven model.

⚫ In this study, we evaluate the use of k-nearest neighbor (kNN) model for the 

approximation of TH code results.

⚫ Output is derived by averaging the results of k nearest input scenarios in training data.

⚫ Magnitude of error varies according to the target variables; therefore, selection of proper 

measurement is important.

⚫ The result implies that there exists outliers which cannot be well approximated via 

similar data.

Experimental Results

Problem Formulation

⚫ Modeling for data-driven approach

⚫ Error metric

▪ 𝑌𝑡 : True value at time t for sample, ෠𝑌𝑡 : Prediction of 𝑌𝑡, ത𝑌: Average of 𝑌𝑡 for given sequence

▪ MSE (mean squared error) :
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▪ MAPE (mean absolute percentage error) :
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▪ NAE (normalized absolute error) :
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▪ SMAPE (symmetric mean absolute percentage error) :
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T
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▪ x = 𝑥1, 𝑥2, … , 𝑥𝑑 ∈ ℝ𝑑 : Vector that defines the accident scenario, used as an input of TH

code run.

▪ 𝑌 ∈ ℝ𝑇×𝐷 : Time series data for target output variables. 𝑇 is the length of time series and 𝐷

is the number of target variables.

▪ 𝑌 = 𝑓(x) : TH code can be denoted as a function that takes x as an input and outputs time-

series data 𝑌 from given scenario.

▪ 𝐷𝑡𝑟𝑎𝑖𝑛 : training data set contains pair of x and 𝑌, {(x𝑖 , 𝑌𝑖)}

▪ 𝐷𝑡𝑒𝑠𝑡 : test data set used for performance evaluation, { x𝑗 , 𝑌𝑗 }

K-nearest neighbor
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⚫ Dataset configuration

▪ We obtain TH code run dataset by running multiple simulation with modular accident analysis

program (MAAP) code.

▪ Four accident scenarios are considered as follows.

▪ TLOCC : Total loss of component cooling water (TLOCCW)

▪ SLOCA-2 : Small loss of coolant accident (SLOCA) with diverse high-pressure pump injection

and auxiliary pump injection

▪ SLOCA-29 : SLOCA with changing severe accident guidance (SAG) 2 and 3

▪ MLOCA : Medium loss of coolant accident (MLOC)

▪ For each scenario, 2,000 sub-scenarios that having different safety system parameter is

sampled from truncated normal distribution.

▪ Final dataset contains 7,631 results.

▪ Selected target output variables (MAAP code) are as follows.

▪ PPS, PPSTRB(3), FREL(1), FREL(2)

⚫ Algorithm

▪ kNN is a well-known machine learning methodology that can be used for both regression and

classification.

▪ First, kNN requires a distance metric between two samples 𝑑(𝑥, 𝑦), and the number of nearest

neighbors 𝑘.

▪ Our goal is deriving fast approximation of 𝑌𝑗 in 𝐷𝑡𝑒𝑠𝑡 from 𝑥𝑗 and samples in 𝐷𝑡𝑟𝑎𝑖𝑛.

▪ For all 𝑥𝑖 from 𝐷𝑡𝑟𝑎𝑖𝑛, calculates 𝑑 𝑥𝑗 , 𝑥𝑖

▪ Find 𝑘 nearest samples ({𝑥𝑖})

▪ Calculate 𝑌𝑗 by averaging {𝑌𝑖}

Figure 1. Illustration of using kNN (k=5) for regression problem

⚫ Error results

▪ Results of FREL(1) and PPS with varying number of neighbors 𝑘 ∈ {1,3,5,7,9}

k MSE NAE MAPE SMAPE

1
0.04 735k 17k 16.2

1.7E-08 5.7 8.5 4.7

3
0.04 737k 17k 16.2

1.7E-08 5.7 8.7 4.7

5
0.03 513k 12k 17.2

2.5E-08 6.8 12.0 5.5

7
0.03 415k 12k 18.7

3.5E-08 7.9 15.3 6.3

9
0.03 359k 12k 18.6

4.1E-08 8.4 17.5 6.3

k MSE NAE MAPE SMAPE

1
3.5E+12 47.4 80.6 15.2

8.5E+11 28.8 27.3 10.3

3
3.4E+12 45.0 78.3 15.2

7.4E+11 25.7 25.7 10.3

5
2.5E+12 44.9 76.5 15.1

8.1E+11 26.1 30.2 10.1

7
2.2E+12 44.7 75.8 15.3

8.0E+11 26.6 33.8 10.5

9
2.1E+12 44.8 75.8 15.4

7.7E+11 27.0 34.2 10.6

Table 1. Results of FREL(1); mean(gray), median(white) Table 2. Results of PPS; mean(gray), median(white)

Conclusion

⚫ We analyze the result of utilizing k-NN algorithm for the approximation of TH code 

results.

⚫ Even if input vectors are similar (small distance), their outputs can be very different and 

may induce excessive prediction error with kNN.

⚫ More advanced method will be required to modeling intrinsic dynamics from data.

⚫ It becomes difficult to apply kNN when the number of data increases.

Examples of kNN results

Figure 2. Results of PPS (good case) Figure 3. Results of PPS (bad case)

Figure 4. Results of FREL(1) (good case) Figure 5. Results of FREL(1) (bad case)

⚫ Set-up

▪ Normalized input 

(standard scaler)

▪ K-fold CV (5)

▪ 𝑘 ∈ {1,3,5,7,9}


