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1. Introduction 

 
The Government of the Republic of Korea has been 

submitted its intended Nationally Determined 
Contribution (NDC) and recently, further unveiled the 
10th Basic Plan for Electricity Supply and Demand. 
According to the current policy scenarios, as of the end 
of 2036, the nuclear energy take up 34.6% of the total 
power mix [1]. As presented in Fig.1, the nuclear 
energy has been gaining attention as an alternative for 
realizing of the carbon neutrality by 2050 because it has 
the high supply stability compared to the renewable 
energies such as the solar and wind powers. In addition, 
it has the low generating cost compared to the coal and 
LNG powers and advantages to build a power 
production network linked to the renewable energies 
with the utilizing of a load follow operation.  

 
Fig. 1. The Republic of Korea Power mix Outlook 

 
In particular, Small Modular Reactors (SMRs) which 

has been spotlighted recently can significantly improve 
the safety and utility compared to the large nuclear 
power plants since the main components such as a 
steam generator and a pressurizer are integrated into the 
reactor vessel(Fig.2). However, the unit cost of 
construction per kW is driven up by the size reduction 
of nuclear power plant normally and the growth in the 
number of operating personnel owing to the number of 
SMRs is reflected in the generating cost [2]. It is 
necessary to consider an operation method to minimize 
the generating cost to secure the economic efficiency 
for the commercialization of SMRs. 

On the one hand, Neural Network is again drawing 
attention in the era of the fourth industrial revolution. 
Since it has a generalized learning ability to adapt to 
unknown environments such as the characteristics and 
various driving scenarios of SMRs, the application of 
Neural Network to a turbine control system can help to 
operate SMRs at low cost. 

This paper reviews major considerations during the 
design of an automatic turbine control system using 
Neural Network, and introduces the representative 
control systems using it. 

 
Fig. 2. Schematic Diagram of  an SMR 

 
2. Automatic Turbine Control System  

using Neural Network 
 
The PID Controller is still widely used for many real 

world applications, including the power plants due to its 
simplicity and reliability. The fine-tuning of PID 
controller parameters is an inconvenient task in the 
conventional control system. This is because if any 
negative effects such as characteristic changes of SMRs 
caused by environmental condition or changes in the 
temperature, pressure, flow rate occur the mathematical 
model must be re-build and a new control law for the 
new mathematical model must be re-designed. 

Since Neural Network has a generalized learning 
ability to overcome above issues, an automatic turbine 
control system using its learning ability as an operation 
method to minimize the generating cost can be a 
solution. Recently, numerous researches using its 
learning ability have been actively conducted in various 
control fields [3-6]. 

 
2.1 Consideration during the design of an automatic 
turbine control system using Neural Network 

 
2.1.1 Continuity 

Typically, the control inputs and outputs deals in the 
continuous values while Neural Network deals in two 
signals, 0 or 1. It is necessary to consider the 
characteristics of Neural Network that deals in the 
continuous values. It is known that Neural Network has 
the ability to approximate an arbitrary static nonlinear 
functions by using enough neurons [7]. Therefore, it is 
possible to design a controller using Neural Network 
that deals with the signals using the continuous signals 
defined as -∞  to +∞ . 
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 2.1.2 Dynamic Characteristics 

In order to compensate of the dynamic characteristics 
of nonlinear controlled system, it is necessary to add the 
dynamic characteristics to a static Neural Network. Two 
methods can be considered for the adding of dynamic 
characteristics. One is to use a recurrent type with 
feedback loop inside Neural Network and another one is 
to use a buffer type which is added time delay elements 
outside it [8]. 

 
2.1.3 Versatility 

A trajectory of control target, that is, the dependence 
on the control target value degrades the control 
characteristics. To this end, a design method that does 
not depend on the control target value after learning 
process of Neural Network is required. For this issue, a 
linear plant has already been reviewed in the adaptive 
control theory [9], and the design of control system  
using Neural Network as an extension of the adaptive 
control can be a solution. 

 
2.1.4 Stability 

The stability of control system using Neural Network 
should be examined through the analyzing its output 
range. The stability analysis is an important issue in the 
conventional control field such as the adaptive control 
and has been becoming a guideline to make a 
discrimination between superiority and inferiority of the 
designed control system. B. Karg [10] demonstrated a 
stability and feasibility of control system using Neural 
Network through its output range analysis. 

 
2.2 Representative control systems using Neural 
Network 
 
2.2.1 Serial type Controller 

The output of Neural Network is used as the input of 
controlled system. After learning process, the inverse 
characteristics of controlled system are configured by 
Neural Network. By compensating the dynamics of 
controlled system, it is expected to coincide the values 
of control target and controlled system output. 
 
2.2.2 Parallel type Controller 

The addition of values of Neural Network output and 
the conventional controller output is the input of 
controlled system. The learning objective of Neural 
Network is to minimize the difference value between 
the total control output and Neural Network output. 

 
2.2.3 Self-tuning type controller 

Neural Network is used for directly adjusting of the 
conventional controller parameters. In other words, the 
learning objective of Neural Network is to determine 
the conventional controller parameters to minimize the 
feedback error.  

Apart from these controller types, controller types 
using Neural Network in combination with Fuzzy and 
Genetic algorithms have been proposed [11, 12]. 

3. Conclusions 
 
It is necessary to consider an operation method to 

minimize the generating cost to secure the economic 
efficiency for the commercialization of SMRs. This 
paper reviewed major considerations during the design 
of an automatic turbine control system using Neural 
Network, and introduced the representative control 
systems using it. The application of Neural Network to 
a turbine control system can be a solution in a operation 
method of SMRs at low cost and the automatic turbine 
control system using its learning ability for unknown 
environments is expected to contribute to the economic 
efficiency of SMRs. 
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