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1. Introduction 

 
A digital plant protection system (DPPS) maintains 

safety by monitoring selected plant parameters, and 

initiating appropriate protective action when any 

parameter reaches to the set-point value. The protection 

system generates signal to actuate reactor trip whenever 

the process parameters exceed predefined limits. A 

DPPS is very important system to protect the core and 

the reactor coolant system. Therefore, it has various 

fault tolerant techniques to keep the system reliability 

and reactor safety. However, systematical frameworks 

or reasonable models to obtain the reliability of digital 

systems by considering the effects of fault tolerant 

techniques have not been proposed. [1][2][3]. 

 

2. Fault Tolerant Techniques 

 

Fault-tolerance is the system’s capability to help the 

system perform correctly the specific required functions 

in spite of the presence of faults. A fault occurred in a 

system might be detected by one or more fault tolerant 

techniques. Some fault can be detected several fault 

tolerant techniques simultaneously or continuously. 

Fig.1 shows fault and fault tolerant techniques more 

effective. Fig. 2 shows that the overall fault coverage of 

fault tolerant techniques implemented in system is not 

the simple summation of fault coverage of each fault 

tolerant techniques, but union set of faults which can be 

detected by each fault tolerant techniques [2]. 

 

 
Fig.1 Fault set diagram in a system [2] 

 

3. Conventional system unavailability evaluation 

model based on the fault coverage quantification 

 

Based on the fault detection rate estimated by 

experiment results, the unavailability of the target 

system can be calculated. We use the method in 

NUREG-0492 [4] to obtain the unavailability for 

repairable failures. Two types of repairable failures are 

considered in the method: (1) when failures are 

monitored and (2) when failures are not detectable until 

a periodic surveillance test is performed. For the 

monitored case, the unavailability q(t) quickly reaches a 

constant asymptotic value qM which is given by: 
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The failure rate λ is the standby failure rate and the 

quantity TD is the average on-line downtime obtained by 

statistically averaging the downtime distribution. The 

approximation given by Eq. (1) is conservative and is 

within 10% accuracy for λTD < 0.1. 

 For periodic tests performed at intervals of T, the 

unavailability rises from a low of q(t = 0) = 0 

immediately after a test is performed to a high value of 

q(t=T) = 1-e-λT≈λT immediately before the next test is 

performed. Because the exponential can be 

approximated by a linear function (for λT < 0.1 say) the 

average unavailability between tests is approximately 

λT/2. If the component is found failed at surveillance 

test, then it will remain down during the necessary 

repair time. Considering this additional repair 

contribution, we have the following expression for the 

total average unavailability qT for periodically tested 

components: 

 

                  RT TTq   2/                   (2) 

In Eq. (2), TR is the average repair time obtained 

from downtime considerations. 

If we assume that a system checks its availability 

through periodic fault-tolerant techniques and manual 

tests and that manual test detects all the faults which are 

not detected by other fault-tolerant techniques, then the 

unavailability of the system could be calculated using 

the following equation [5]: 
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where, Q = system unavailability, n = number of 

areas, λi = failure rate for the portion detected by a fault-

tolerant technique (or fault-tolerant techniques) in area i, 

λM = failure rate for the portion not detected by any 

fault-tolerant techniques, Ti = time interval of the fault-

tolerant technique in area i, TM = time interval of the 

manual test, and TR = time required for maintenance. 

And the failure rates of each area are represented 

using the failure rate of the system and the fault 

detection coverage of each area. 
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where, λ = failure rate of the system, Ci = fault 

detection coverage of a fault-tolerant technique (or 

fault-tolerant techniques) in area i. 

For example, if a system checks its availability 

through three kinds of periodic fault-tolerant techniques 

and manual tests, then the faults in the system are 

covered by eight areas as shown in Fig. 1. The faults in 

the areas 1–3 are detected by the only one fault-tolerant 

technique. The faults in the areas 4–7 are detected by 

two or more fault-tolerant techniques. The other faults 

in the area 8 represent the faults which are not detected 

by any fault-tolerant techniques but detected by only 

manual tests. The overall unavailability of the system is 

calculated by summation of the unavailability of each 

area (areas 1–8) as shown in Eq. (3) [2]. 

 

4. Considerations of effects of fault tolerant 

techniques 

 

4.1 Detection Failure 

 

Previous studies consider that the detection failure is 

the probability of undetected coverage of fault tolerant 

techniques and they consider the undetected coverage is 

a constant. But as time goes on the undetected coverage 

can be changed because the test input component or test 

result judgment such as ATIP can be failed. Sometimes 

different algorithms of fault tolerant techniques can 

make interference. In this case, the fault tolerant 

technique cannot operate correctly. 

 

4.2 Recovery Process 

 

The recovery process is very important process in 

fault tolerant techniques. While some fault-tolerant 

techniques (e.g., watchdog timer) make the system 

automatically generate fail-safe signals for equipment 

controlled by the system to go to safe state, some fault-

tolerant techniques (e.g., automatic periodic test) just 

warn the abnormal situation to the system’s human 

operators. In this case, the probability for human 

operators to fail to detect and recover the warning and 

the probability for system to fail to recovery should be 

considered. 

 

4.3 System Design 

 

There are four redundant channels in DPPS with a 

selective 2-out-of-4 (selective 2oo4) logic configuration 

to perform automatic safe shutdown of the plant 

whenever a deviation of process parameter is detected. 

During periodic tests or corrective maintenance for a 

component of DPPS, the associated channel or process 

parameters are bypassed by setting a 2-out-of-3 (2oo3) 

logic operation. The DPPS can fail due to sudden 

failure in the normal state (2oo4) or sudden failure in 

the bypassed state (2oo3). Sudden failure can be 

common cause failure (CCF), combination of modules 

failure, design limits and so on. 

 

5. Conclusions 

 

Modern nuclear power plants use a complex DPPS 

for safety. Whenever a process parameter exceeds a 

limit, the plant protection system immediately generates 

a signal for safe shutdown of the reactor. For 

maintaining the reliability, the DPPS has various fault 

tolerant techniques. Various fault-tolerant techniques, 

which used in digital system in NPPs, should be 

quantified their effects in digital system to get more 

accurate reliability and availability. There are the 

considerations of the effect of fault tolerant techniques 

in digital I&C system to reflect in Markov or fault tree 

model for evaluating unavailability of DPPS. Further 

work will concentrate on various aspects for evaluating 

unavailability. We will find other important factors, and 

found a new theory to construct the model for 

unavailability of DPPS.  
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