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1. Introduction

Ovation Simulation
(Client) Host (PMC)

The Ovation system for the Shin-Kori Unit 3 Sintala

is essentially a non-redundant, repackaged sulbsbe o
actual plant 1&C equipment, with additional interéa
computers (SimStations). This system also present i
the simulator to provide communication between the
plant model computer and the stimulated Ovation
equipment [1]. The stimulated Ovation equipmerthim
simulator system includes Operator HMI (Human-
Machine Interface) equipment and Ovation virtual
controllers hosted by Virtual Controller Host
workstations, which are not present in the actdahtp
DCS system. The simulator for the Shin-Kori Unit8&
is being developed by Korea Hydro & Nuclear Power’s
Central Research Institute (KHNP CRI). One of the

fgatl:.res of tthe S|mulatl§>lr IS f|ts .app:hct:a(tjlo? of;ptuall_t_ type of machine. The PMC contains both a Command
vation systém capableé of simuiated Tunclionaliies o \,oher and a Data launcher. These are known as

such as run, freeze, snapshot, backtrack and others

. . " server launcher pairs.”
required by ANSI/ANS-3.5 [2] in addition to the : . . . : :
original functionality for the actual Ovation syste Depending on its type, the SimStation containseeith

applied at the plant. This is the first applicatioha single Data launcher or a Data and Command launcher

irtual Ovation Svstem 1o a full-scobe simulator & pair. These are known as “client launcher pairs.”
virtd val yste u pe simu The PMC and SimStation(s) also contain a copy ef th
nuclear power plant in Korea.

The purpose of this paper is to provide the overal memory mapping configuration files (token filesheve

architecture of the communication system between th the data linking occurs. The sample file is showifig.
virtual system and the simulator model and to diescr
the current situation of the development of thetesys
and recent relevant studies.

TCP/P
Connection

Fig. 1 Overall Architecture

TCPI/IP Interface Software is similarly set up orclea

M,

1. Architecture of the Interface System “Fig. 2 Sample of the token files

TCP/IP Interface Software requires one plant model Regarding the mapping configuration, there are

computer (P.MC’ simulator hos_t) and one S|rr_ISta_1tu)n t currently 9462 1/O (Input/Output) points betweere th
work [3]. This allows transferring of the Ovatiomwipt PMC and virtual ovation system (1670 analog outputs
data and commands as follows: and 7792 digital outputs) for the outputs and 2880

*  From the PMC to the simulator system the inputs (251 analog inputs, 2549 digital inputs)

*  From the simulator system back to the PMC  The pMC also contains a static library that is usedn
The TCP/IP Interface Software includes two sets of Application Programming Interface (API) to connémt

programs: . the TCP/IP server.
* The server side launchers
e The client side launchers 2. Network Layout

The PMC is considered as the server while the
SimStations are the clients. For each programtisete A TCP/IP Interface Software network consists of one

are two servers and two launchers, separatedlag/$ol PMC and at least one SimStation. The network may
» Data information consist of many more SimStations, though each
e Command information SimStation must have its own copy of the TCP/IP

Depending on the type used, a SimStation containsexecutable file.

either a single Data launcher or a Data and Commandf multiple SimStations exist on a PMC network, one
launcher pair. The launchers start and monitor eachSimStation is designated as the “Master” that ascep
respective TCP/IP Interface Software server anentli  commands from the PMC for the simulation. Becatise i
on the current system. also performs data mapping, the Master SimStation
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must have both Data and Command client launchirs. (
is the only SimStation that has a Command client
launcher program on it.) All other SimStations fre t
processing group are “Slave” units that containyonl
Data client launcher programs.

the saving of initial conditions (IC), and the

loading of ICs.
e Ovation DCS tests, including the drop
malfunction test and the 10 channel

malfunction and override test.

The PMC sends both Ovation point data and the The site acceptance test (SAT) will be held atKoei
simulator commands. Therefore, the PMC must haveTraining Center. It will include the following: [4]

both a Command and Data launcher server pair.

For any PMC with more than 5000 Ovation points, the
network must have a dedicated network switch fer th
SimStations. This switch must have a different stitm
relation to the Ovation system and the simulator.

3. Server-Side Communications

Communication on the server (PMC) side of the TEP/I
interface uses token files — as does the clierg sido
inform the PMC of the location of the data in tleever
shared memory. As data comes into the server fham t
SimStations, it is put into TCP/IP server shareanmgy
based on the server offset in the token files. Gnce
TCP/IP server shared memory, a project-specific

e Plant operation from hot standby to 100
percent power conditions using the plant
operating procedure.

» Transient tests for a reactor trip and a turbine
trip without a reactor trip using plant abnormal
operating procedures

» Selected simulator malfunction tests

»  120-hour continuous operation test

e Domain Controller Security assessments

» Other assessments
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