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1. Introduction 

 
Artificial intelligence technology has made incredible 

strides in recent years and is expected to be applied to 
many industries in the coming decades. However, as 
vehicle accidents using self-driving technology have 
been reported, there are growing concerns about their 
trustworthiness. Various studies are being conducted to 
apply these AI technologies to the field of nuclear 
power plant instrumentation and control, but there is no 
system for checking the appropriateness of the 
development process and testing the performance of the 
final implementation. Therefore, we need to discuss 
systematic ways to increase the reliability of this new 
software. This paper proposes key considerations for 
software reliability of deep learning models from two 
perspectives: development process and testing. 
Referring to documents software V&V [1] and machine 
learning testing literature [2], this study identified key 
verification activities in the development process and 
key testing items for the final deep learning models. 

 
2. Key Considerations for AI Software Reliability 
 

2.1 Key Verification Activities 
 

The existing system of reviewing the output of the 
software development process by a V&V team 
independent of the development team can also be 
applied to AI software. For AI software, the V&V team 
needs to review the essential items shown in Figure 1. 

First, the V&V team reviews the data, design, 
implementation, and testing plans for the deep learning 
model development process. Additionally, plans for 
interactions between automated systems and human 
operators should be accompanied by additional design 
plans to comply with the guidance of NUREG-0700 [3], 
“Section 7. Automation system.” Next, the V&V team 
reviews the acceptance criteria for the deep learning 
models. For example, the performance of deep learning 
models used in classification problems is commonly 
measured by several performance metrics such as 
precision, recall, and F1 score. 

Data labeling is a very essential step in the training 
process of deep learning models in the supervised 
learning. This process involves adding tags or labels to 

raw data to specify the classes to which the data belong. 
However, as most datasets collected from nuclear power 
plants comprise raw data without labels, developers 
must often implement a labeling method to assign labels 
to each data point and thereby complete the dataset. 
Inaccurately labeled datasets lead to deep learning 
models that make incorrect decisions. Therefore, the 
labeling criteria, methods, and tools employed must be 
agreed upon by both developers and plant operators, 
and the V&V team must perform an adequate evaluation 
of these items. 

As datasets are essential for the development of 
deep-learning models, a plan must be established for 
obtaining data from various sources including field 
operations, simulations, and analyses. If a dataset is 
insufficient or biased, the development team may be 
asked to supplement the dataset plan. 

If unsuitable hyperparameter values are selected, the 
model may suffer from overfitting or underfitting. To 
address this issue, appropriate values for the 
hyperparameters must be determined through extensive 
experimentation and the resulting decisions documented. 
The process of determining these values, known as 
model specification, considers various factors related to 
the model architecture and configuration.  
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Fig. 1. Key verification activities for deep learning models. 
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2.2 Key Testing Items 

 
Test cases should be prepared independently of the 

training dataset used by the development team so that 
the model can be evaluated using unseen data. If test 
cases are prepared by the team that created the training 
dataset, there is a risk that the model may perform well 
simply because similar data was used during training, 
which could misrepresent the model's true performance 
on new, unseen data. An independent set of test cases 
that does not reflect the developer's intentions can 
provide a more reliable assessment of model 
performance. 

The evaluation of a deep learning model starts with 
performance testing, which is the most important 
evaluation of the model's capabilities. Accordingly, test 
cases are prepared to comprehensively cover the target 
operation range. Test cases for evaluating data labels 
are also considered to provide detailed performance 
results based on random, target range, and data labels. 
The V&V team then evaluates whether the model meets 
acceptance criteria in terms of average accuracy. The 
performance tests also evaluate the response time in 
terms of the time required for the deep learning model 
to process the given input and provide the output. 
According to NUREG-0700 [3], all guidance related to 
the main control room and information provided to 
operators should be updated at least once per second. If 
the response time does not meet this guideline, it can be 
improved by simplifying the model structure or 
reducing excessively time-consuming tasks within the 
model. 

Deep learning models should not be more complex 
than necessary to complete the intended task, or they 
may not work effectively on real-world instrument 
signals that contain uncertainty. Model generalization 
test is used to evaluate how well a deep learning model 
fits the training data set. Poor model generalization is 
often the result of overfitting, which occurs when the 
model is too complex for the size of the dataset. An 
overfitted model is highly customized to the training 
dataset and may not perform well on new or unseen data. 

In the context of AI technology, robustness refers to 
the ability of a deep learning model to produce accurate 
results even in the presence of invalid or noisy inputs. 
This is particularly important in nuclear power plant 
I&C systems, which must be able to operate effectively 
even in the presence of outliers due to aging, failure, or 
signal noise. To ensure the robustness of deep learning 
model, the V&V team should perform tests that cover 
the full range of normal and abnormal instrument 
signals according to the IEEE 1008 [4] unit test 
guidelines approved by RG 1.171 [5]. This ensures that 
the deep learning model can withstand abnormal 
changes in instrument signals while still producing 
accurate results. 
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Fig. 2. Key testing items for deep learning models. 

 
 

3. Conclusions 
 

In this paper, we propose key considerations for 
applying deep learning models in nuclear power plant 
instrumentation and control to improve reliability. First, 
we propose verification activities to ensure the 
appropriateness of the development process. We 
propose three types of testing: performance, 
generalization, and robustness testing. These allow the 
V&V team to verify the correct behavior of the deep 
learning model on normal and abnormal inputs. 
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