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1. Introduction 
 

Initial response actions to emergency conditions are 

crucial for ensuring the safety of nuclear power plants. In 

response situations such as equipment failure and 

emergency exit opening, direct operator actions are 

required. However, working in high-density aerosol 

environments caused by haze and fog from a nuclear 

power plant poses risks and hinders task success. 

To mitigate this issue, recent researches on nuclear 

power plant operations [1,2] has adopted unmanned 

platforms such as robots for worker safety. However, 

these studies primarily focus on robots for maintenance 

and inspection and do not address emergency conditions 

in nuclear power plants. To ensure robust operations in 

challenging environments, it is important to consider two 

key factors: understanding the environments that occur 

in emergency situations, and building a perception 

system for robots. 

In this paper, we first define an aerosol-based 

emergency level to analyze the robustness of visual 

perception in challenging environments. Subsequently, 

we conduct a comprehensive analysis of commercial 

depth sensors for unmanned platform 3D perception. In 

addition, we also observed that 3D perception was 

restricted due to their short wavelength range. Therefore, 

we investigate the perception possibilities in thermal 

images, which have relatively long wavelengths, and 

propose future research based on the consideration of the 

results. 
 

2. Emergency Definition and Simulation 
 

Nuclear power plants are susceptible to various 

emergency situations, including high-temperature and 

high-humidity environments, as well as high radiation 

exposure, all of which can be caused by nuclear events. 

Among these challenges, dense aerosol environments 

significantly reduce visibility, hindering workers 

immediate response. Unmanned platforms must operate 

robustly instead of human workers in emergency 

environments where visibility is limited. 

In this study, we define emergency situation as a high-

density aerosol environment to simulate visibility 

restrictions in indoor spaces, while considering real-

world disaster scenarios [3,4,5,6,7]. We aim to construct 

an experimental environment based on the distribution of  

aerosols in the air. The most significant difference 

between the defined emergency situation and the normal 

condition is visibility due to aerosol. Therefore, we 

define the levels of the emergency situation based on 

visibility, which changes according to the density of the 

aerosol. To classify aerosol intensity, checkerboards are 

installed every 1m within 3m from the camera, as shown 

in the first row of Fig. 1. Then, we define three levels 

based on the visibility of each target: usual, alert, and 

emergency, corresponding to emergency situations 

relying on aerosol density. Indoor aerosol scenarios are 

simulated by varying the amount of water vapor injected 

into the air. For this purpose, a professional haze machine 

is employed to simulate an aerosol environment by 

generating a mist of glycerin solution that can be 

maintained for a relatively long time [8,9]. 
 

3. Experiments 
 

In this section, we present a comprehensive analysis of 

commercial depth sensors in humidity environments. 

First, we provide an overview of the depth sensors 

employed in this study. Then, we conduct a comparative 

analysis of depth map generated by commercial depth 

sensors. The analysis reveals the limitations of 

commercial depth sensors. To address the limitation, we 

conduct thermal camera experiments in high-density 

aerosol environment. Details about experiments are 

provided in Sec. 3.2 and Sec. 3.3, respectively.  
 

3.1 Commercial Depth Sensors 
 

Commercial depth sensors utilized in indoor 

environments are mainly categorized into stereo and 

Fig. 1. Comparison of RGB-depth map and thermal image using 

commercial depth sensor and thermal camera in normal and 

emergency conditions. Emergency conditions are defined based 

on the visible distance of checkerboards captured by RGB 

camera, from left to right: 1m, 2m and 3m. 
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time-of-flight (ToF) types [10]. Given the availability of 

sensors of different size and power consumption, we 

conduct experiments using three kinds – Passive IR 

Stereo (Intel Realsense D455), ToF type sensors (Azure 

Kinect, Realsense L515). Each sensor specification can 

be shown in Tab. I. 

Intel Realsense D455 projects a structured infrared 

pattern onto the scene and uses stereo matching 

algorithms to generate depth map.  Azure Kinect is time-

of-flight camera; it illuminates the scene’s objects using 

an amplitude modulated light source, and the phase delay 

of modulated signal is measured between emitted and 

reflected light. Then, phase difference is converted into 

depth value for each pixel in the image. Intel Realsense 

L515 is a LiDAR-based depth sensor among ToF type 

sensor. L515 uses an infrared laser as an active light 

source. 3D data is produced by calculating the time it 

takes for the projected signal to bounce off the region in 

the scene and return to the camera. We evaluate the 

robustness of these three types of sensors for generalized 

analysis in the aerosol environments defined in Sec.3.2.  
 

3.2 Depth Sensor Analysis in Aerosol Environments 
 

Comparing across three sensors, depth map 

consistently shows increased noise with higher 

emergency levels, as shown in Fig. 2. This finding 

suggests that the impact of higher emergency levels on 

noise in depth map is not limited to specific sensor type 

but rather general phenomenon. Especially, beginning at 

the alert level, L515 has more noise in both background 

and object region than D455. Similarly, the Azure Kinect 

shows negligible accurate depth value measurements 

beginning with the alert level, preventing it from 

collecting of relevant depth value.  

For quantitative comparison of depth maps, we use the 

RMSE (Root Mean Square Error), commonly used 

metric to measure depth map quality. As shown in Fig. 3. 

and Tab. II, we evaluate the RMSE of the depth maps 

under different aerosol stages. The RMSE is the pixel-

wise difference between the ground truth (GT) depth 

map in the Normal stage and the depth map in each 

aerosol stage. All commercial depth sensors show 

gradual increase in error from unusual to emergency 

level. Specifically, D455 outperforms ToF type sensors, 

by 34.27 pixel and 22.92 pixel, in the emergency level. 

Both D455 and ToF type sensors demonstrate similar 

trend in high-emergency environments, with D455 

showing the highest level of robustness, followed by ToF 

type sensors. 

We think the observed results are related to 

wavelengths used by each commercial depth sensor [11]. 

To measure depth, ToF type sensors use 850 nm and 860 

nm wavelengths, respectively. In comparison, D455 uses 

infrared projector to emit patterns in 840-860 nm range 

and stereo NIR up to 865 nm to collect depth information. 

Therefore, we analyze that D455, which utilizes 

relatively longer wavelength, shows the highest 

robustness in emergency environments. In addition, 

unlike ToF type sensors, the D455 uses stereo depth 

measurement technique that inherently eliminates 

information loss during light reflection, ensuring robust 

operation. Nevertheless, commercial depth sensors 

commonly suffer from noise in high-density aerosol 

environments, hindering accurate 3D information 

acquisition. 

Table I: Commercial depth sensors specification 

 
Wavelength 

(nm) 

Range 

(m) 
Tech 

RealSense 

D455 
865 0.4 – 6 PIR stereo 

Azure 

Kinect 
860 0.25 – 5.46 ToF 

RealSense 

L515 
850 0.4 - 9 

ToF 

(LiDAR) 

 

 
Fig. 2. Comparison of RGB-depth map pairs in normal and 

emergency conditions. Three-level emergency condition 

classification based on visible distance from a RGB camera in 

row 1, with corresponding results from commercial sensors in 

rows 2-4. From the second row, the depth maps of the Passive 

IR Stereo (D455), ToF type sensors (L515, Azure Kinect), in that 

order. 

Table II: Performance comparison of commercial depth 

sensors. The highest performance is underlined 

 RMSE (↓) 

 
Unusual  

(≤ 3 m) 

Alert 

(≤ 2 m) 

Emergency 

(≤ 1 m) 

D455 29.54 72.10 93.31 

L515 83.35 117.82 127.58 

Azure 

Kinect 
113.76 123.63 126.23 

 

Fig. 3. Qualitative results of commercial depth sensors based on 

visible distance. We evaluate the performance based on RMSE, 

where a lower value indicates higher depth quality. 
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3.3 Robustness Analysis of Aerosols Across Wavelength 

 

In the previous section, we demonstrate the limitations 

of current commercial depth sensors due to noise of 

depth map in high-density aerosol environments. We 

verify wavelength as the reason of this limitation. In 

addition, we believe that longer wavelength sensors will 

be more robust in high-density aerosol environments. So 

we also utilize a thermal camera which has longer 

wavelength (8-12 um) than commercial depth sensors to 

validate its robustness. 

As we have shown in Fig. 1, thermal images show 

visibility comparable to normal condition in most 

regions. These visualization results can be interpreted 

based on the infrared band wavelengths used by depth 

sensors and thermal camera. As we can observe, the 

sensor's robustness to aerosols can be resolved from the 

long-wavelength, facilitating the construction of 

cognitive system for unmanned platform in nuclear 

power plants. 
 

3. Conclusions 
 

 In this paper, we analyze commercial depth sensors 

for robust perception on unmanned platforms in response 

to the emergent states of nuclear power plants. 

Specifically, we define a level of emergency to focus on 

environments where high-density aerosols exist and find 

that those sensors performances degrade significantly as 

aerosol density increases. To address this issue, we 

utilize the thermal sensor and verify that it can secure 

visibility in an aerosol environment. However, the 

thermal image sensor is not able to provide depth 

information, which hinders quantitative comparison. To 

overcome this limitation, our future work will focus on 

using longer wavelength sensor for robust perception in 

challenging environments, especially in high-density 

aerosol condition. 
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